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INTRODUCTION:
WALKING THROUGH WALLS

CHRISTINE JOURDAN AND KEVIN TUITE

In an interview recorded in 1994, André-Georges Haudricourt described him-
self as a “passe-muraille,” a person capable of walking through walls (Bertrand
2002: 251). The passe-muraille, best known to French readers from the short
story of that name by Marcel Aymé, is both marvelous and disquieting, a trans-
gressive being — in both senses of the word — who refuses to acknowledge the
barriers that contain and channel the movements of others. Haudricourt clearly
had this complex of senses in mind when he chose the word to characterize his
atypical career in French academia: an agronomy graduate who subsequently
studied under Marcel Mauss, Haudricourt went on to conduct important research
in such diverse fields as ethnoscience, phonological theory and the history of
agriculture, often to the discomfiture of his more sessile colleagues.

For much of the past century, to say nothing of the present one, there has been
a great deal of talk about the desirability of interdisciplinarity, and of breaking
down the walls that impede communication between adjoining academic fields.
The discipline of anthropology, as conceived (and exemplified) by Franz Boas,
was to be just such a wall-less meeting place, where ethnologists, archaeolo-
gists, linguists, and physical anthropologists would collaboratively grapple with
the complexities of human diversity (see, e.g. Boas 1899). Boas’s vision took
institutional form as the “four-field” or “Boasian” anthropology departments of
many North American universities, where course offerings, faculty recruitment,
and even the composition of internal committees conform to the principle of an
asymmetrical confederation of canton-like subdisciplines, with social-cultural
anthropology as the primus inter pares. Admirable as this Boasian plan might
have been at the time of its conception, it has been increasingly subject to
criticism and attempts at reconfiguration. Johannes Fabian (1993: 53) — him-
self a notorious passe-muraille — questioned the continued relevance of “that
decisively modernist conception of a ‘four-fields approach’ in the contem-
porary intellectual landscape of reflexive anthropology, cultural studies, post-
processual archaeology, the various recent developments in human genetics,
creole studies and sociolinguistics. To this list one might add the troublesome
fault line running between “scientific” and “critical” stances within the disci-
pline. It is a telling sign of the times that when the anthropologists at Stanford
University split into separate “Anthropological Sciences” and “Cultural and
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2 Christine Jourdan and Kevin Tuite

Social Anthropology” departments, the new wall cut across three of the four
Boasian fields.

Where something akin to the Boasian configuration is maintained, one detects
evidence of “the contemporary marginalization of linguistic anthropology” in
North American academia (Darnell, this volume). Many leading anthropology
departments now recognize only three subdisciplines, with linguistic anthro-
pology either blended into a combined “socio-cultural and linguistic” section
(e.g. NYU), or relegated to institutional invisibility (e.g. Columbia, Harvard).

Depending on the venue and the time, linguistic anthropologists have a room
of their own, bunk with the ethnologists, are split apart by new departmental con-
figurations, or fade into the background of institutionally unrecognized special-
izations like kinship or political economy. Nonetheless, the history of anthropol-
ogy, and especially of North American anthropology, is to a significant degree
marked by its relations with linguistics. As Keesing (1992) noted, the relation-
ship has not always been a tranquil one. It has been a pas-de-deux where the part-
ners approach, then separate, then approach again as the internal dynamics of
each discipline shift, and as research focus oscillates between particularism and
universalism, culturalism and mentalism. The relationship has at times fostered
the sharing of models and exchanging of paradigms, the rejecting or borrowing
of concepts, all of which has been beneficial to both disciplines: consider such
offspring of crossbreeding as ethnoscience and ethnosemantics, structuralism,
and more recently, cognitive anthropology, the dialogic principle and cultural
creolization. Even if some of these approaches have not been as productive as
had been hoped, and even if some have been the targets of intense criticism
(ethnoscience and structuralism, for example), they have informed the anthro-
pological practice of generations of researchers, and therefore, have become
part of the history of the field.

This book has its roots in a special issue of the Québec journal Anthropologie
et sociétés, published in 1999. The two editors, Christine Jourdan and Claire
Lefebvre, were commissioned to assemble an “état des lieux” of ethnolinguis-
tics, a term — more common in French usage than in English — for the study of
the embeddedness of language in social and cultural life, in “ways of being.”
“Etat des lieux” is routinely translated “state of the art,” but in fact the French
and English phrases have very different connotational fields. “State of the art,”
especially when used as an adjective, brings up images of cutting-edge, top-end
technology (audio equipment, for example), with all of the attendant bells and
whistles. “Etat des lieux,” which has a second sense referring to the inventory
of rented property done at the beginning and end of a lease, evokes the far
humbler scene of a landlord inspecting chipped paint and carpet stains. These
contrasting perspectives are in fact well represented in the current discourses of
linguistic anthropology — the high-theoretical, terminologically daunting writ-
ings of the semiotic functionalists, on the one hand, the repeated handwringing
over the peripheral status of the field, on the other — but in the end, we decided
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to go with neither orientation for the expanded English-language version of the
Anthropologie et sociétés collection. The width of focus varies considerably
from one chapter to the next, as do the historical depth, manner of presenta-
tion (or argumentation), and comprehensiveness of coverage. Summaries of
past accomplishments and present debates are juxtaposed to forward-looking
proposals, and even the surveying of new terrain to explore.

Like the self-described “vagabond” Haudricourt, many of the authors con-
tributing to our collection followed atypical pathways across academic fields or
indeed outside of them. The two senior authors in this volume are particularly
dramatic exemplars of the passe-muraille profile. Alongside their multidisci-
plinary careers within the university, Paul Friedrich has published volumes of
poetry, and Charles Taylor has been an active participant in Canadian politics.
(In 1965 he ran — unsuccessfully — for a parliament seat against Pierre Trudeau.)
It may be difficult — and is almost certainly beside the point — to specify in what
manner Friedrich’s activity as a poet has been reflected in his varied work as an
anthropologist and linguist, or to what degree Taylor’s hands-on involvement in
debates over multiculturalism or the future of Québec has colored his sensitivity
to the interdependance of language and ways of being. The same could be said,
mutatis mutandis, of each of the passe-muraille represented in this book. It is
not the point of this collection either to explain each contributor’s research in
terms of his or her education, career trajectory or interests, nor to carve the field
of linguistic anthropology, or ethnolinguistics, into the set of subjects treated
in the collection.

The ethnolinguistic perspective

Europe, 1937. Nazi Germany rearms, “enemies of the people” die before Soviet
firing squads, the Luftwaffe tests its weapons on the Basque city of Guernica.
Aldous Huxley watches two cats preparing to fight:

balefully the eyes glare; from far down in the throat of each come bursts of a strange,
strangled noise of defiance . . . Another moment and surely there must be an explosion.
But no; all of a sudden one of the two creatures turns away, hoists a hind leg in a
more than fascist salute and, with the same fixed and focused attention as it had given
a moment before to its enemy, begins to make a lingual toilet . . . Such as it is, the
consistency of human characters is due to the words upon which all human experiences
are strung. We are purposeful because we can describe our feelings in rememberable
words, can justify and rationalize our desires in terms of some kind of argument. Faced
by an enemy, we do not allow an itch to distract us from our emotions: the mere word
“enemy” is enough to keep us reminded of our hatred, to convince us that we do well to be
angry.

(Huxley 1937: 84)

Erudite as he was, Huxley may well have had Herder in mind when he penned
this passage, although he did not refer to him, or any other eighteenth-century
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thinker for that matter, in his essay. What was clear to him is the fundamen-
tal difference between the wordless, reactive living-in-the-present of animals,
and the thought world of language-using humanity. As Charles Taylor shows
in his revisiting of Herder’s critique of Condillac, the former’s “constitutive”
(or constitutive-expressive) theory of language is a necessary preliminary to
an appreciation of how “language transforms our world,” endowing all that
surrounds us with meaning, enabling us — through expressive language, and
also the nonverbal codes of gesture, stance and dress — to create new “ways of
being” in the world, with their associated sets of values.

Although this insight into the intimate relation between language and what
we understand as the essence of humanness goes back two centuries, there
have been repeated moves in the subsequent history of linguistics to repre-
sent language as an object of study in isolation from its users and situations
of use. Advances in historical-comparative linguistics, especially with regard
to phonetics, contributed to mid nineteenth-century Neo-grammarian models
of mechanical, “exceptionless” sound laws ‘“decontextualized from their cir-
cumstances of use and any link to their users” (Tuite, this volume). To this
narrow-scope, natural-scientific approach to the reconstruction and explana-
tion of language change, Hugo Schuchardt opposed a wider-scope historical
method which drew upon ethnographic and sociological data, information on
naming practices and the expressive use of language, as well as the findings
of historical phonetics and semantics. In the early years of the twentieth cen-
tury, Ferdinand de Saussure, a historical linguist who studied under the leading
Neo-grammarians at Leipzig, proposed his celebrated contrast between parole
and langue, “a rigorous methodological distinction between language seen as
the constantly changing speech habits of a community and language as a sys-
tem, a virtual structure extracted from time and from the minds of its speakers”
(Tuite, this volume). The Saussurean project of studying the virtual structures
underlying linguistic competence has been carried forth most notably by the
various schools of formalist grammar, whose models of language are character-
istically situated in what two linguists recently dubbed “Chomskiania, the land
of idealized speaker-hearers,” these being a “uniform population modelled by
a single solipsist speaking to himself” (Pierrehumbert and Gross 2003).

In view of the dominance of what are often — and perhaps inaccurately —
called Saussurean models in the field of linguistics, the ethnolinguistic perspec-
tive could be characterized as the refusal to decontextualize language. Such a
description, however, gives the false impression that linguistic anthropology is
a reactionary movement, with goals defined in opposition to the methodology
of whatever happens to be the leading paradigm in formalist linguistics. Some
of the authors represented here do, it is true, contrast purely language-centered
explanations to those which make reference to speakers as social agents, the
internal dynamics of speech communities, and the situated use of language
(Heller on bilingualism and codeswitching, Jourdan on creolization, Ochs and
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Schieffelin on the acquisition of grammatical competence). Nevertheless, we
wish to point out to any linguists who might be reading this that the ethnolin-
guistic perspective is not to be equated with what is commonly called “function-
alism,” that is, attempts to supplant all or part of formalist theories of innate,
specialized linguistic competence with explanations that invoke more gener-
alized cognitive capacities, or design exigencies related to the various uses to
which language is put. Much work by linguistic anthropologists is compati-
ble with — or, in any case, does not contradict — the putative existence of an
innate language organ and dedicated mental modules (Chomsky 1980; Fodor
1983). Like ethnology, linguistic anthropology is a hermeneutical enterprise;
in William Foley’s words, “it is an interpretive discipline peeling away at lan-
guage to find cultural understandings” (1997: 3). Ethnolinguistic inquiries tend
to cluster around two grand approaches to the relation between culture and lan-
guage, which had long been regarded as mutually exclusive: language depends
on culture; language organizes culture. Although contemporary researchers no
longer attach the same significance to this formal distinction, it is nonetheless
at the basis of the division between the research methods of linguistic anthro-
pology and sociolinguistics, narrowly defined: cultural interpretation on the
one hand, linguistic markers and social correlates, on the other. If linguistic
anthropologists observe language with a wide-angle lens, they do not always
focus on the same field of view, nor from the same standpoint. In this collec-
tion, the following themes — and probably others as well — can be adduced as
points of convergence, drawing the attention of more than one author, and some-
times being subjected to quite different treatment by each: linguistic relativity,
expressivity and verbal art, language socialization, translation and hermeneu-
tics, language contact, and variation and change.

Linguistic relativity

On hearing the term “linguistic anthropology,” the first thing that comes to
many readers’ minds is the Sapir—Whorf hypothesis, generally understood as
the principle that language conditions habits of speech which in turn organize
and generate particular patterns of thought. But linguistic anthropology has
likewise a contribution to make to the debate between particularism and univer-
salism, which is once again a subject of interest in many sectors of American
anthropology. One sign of this renewal of attention is the return to the classic
works of authors linked to particularism, notably Edward Sapir (for example,
Darnell 1990 and Sapir 1994; also Lucy’s [1992a] important re-reading of the
foundational texts on linguistic relativity). It is true that the linguistic relativity
hypothesis has played a central role in the history of North American linguistic
anthropology, in that the deep, organic relation that it postulates between lan-
guage and culture is of central relevance to debates on the nature of the mutual
determination of language, mental representations, and social action.
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John Leavitt situates the linguistic relativity concept in an intellectual his-
tory going back to Herder and Humboldt, and forward to our own times. He
delineates two grand perspectives on human nature, the one universalist, seek-
ing natural-scientific laws to account for the important features of cognition;
the other pluralistic and essentialist, inspired by Romanticism and the human
sciences, according to which each language (and culture) has its own essence
and “indwelling principle that cannot be classified into any general category,
any more than a human being or a human face” (W. v. Humboldt “Von dem
grammatischen Baue der Sprachen”, translated by Leavitt). Within linguistics,
the natural-scientific stream came to the foreground in the Neo-grammarian
doctrine of sound laws, and continued on to Chomsky and generative
grammar. The other, Humboldtian, stream is less well known to anglo-
phone readers, but, as Leavitt demonstrates, it represents a highly signifi-
cant component of the intellectual backgrounds of Franz Boas and Edward
Sapir.

Boas received his early training in physics, then moved into the fields of
psychophysics and geography. According to Leavitt, he began his intellectual
activity “right on the cusp of th[e] antinomy” between the natural and human
sciences. Unlike most of his predecessors on both sides of the divide, how-
ever, Boas “rejected the evolutionist package on every level,” as well as “any
ranking of languages and cultures according to a fixed standard.” This led to
accusations, from neo-evolutionists in particular, that Boas’s “radical empiri-
cism” and emphasis on individual difference made him irreconcilably hostile
to sociological and anthropological theorizing (Wax 1956). Leavitt draws an
original and useful parallel between Boas’s ethnology and Marx’s critique of
political economy; with regard to the rejection of evolutionism, one might also
juxtapose Boas and the German linguist A. F. Pott, the founder of modern ety-
mological practice. The etymological study of word histories can be conceived
as being, in microcosm, an enterprise comparable to the investigation of cul-
ture, insofar as etymologists operate at the interface of the law-like regularities
of historical phonetics and analogical change, on the one hand, and the messi-
ness of history, social networks and human creativity, on the other. Sitting,
like Boas, astride the divide between the Natur- and Geisteswissenschaften,
Pott likewise inveighed against those who applied natural-scientific models in a
heavy-handed and simplistic way, especially when such theories were informed
by unexamined Eurocentrism (Pott 1856).

Despite the difficulties of operating “within a pre-existing discursive field
massively oriented either to universalism or to essentialism,” Boas, Sapir, and
Whort developed a means of conceptualizing the relation between language
and (habitual) thought that was “pluralist but not essentialist,” in that linguistic
relativity — like Einstein’s celebrated theory in physics — does not privilege any
single point of view, nor any fixed standard (such as Indo-European had been
taken to be) for assessing the adequacy of human languages.
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In her contribution to the present volume, Regna Darnell presents the career
of Benjamin Lee Whorf, and the role he played in pre-war American linguistic
anthropology. An atypical and original character in an academic landscape suc-
cumbing to the economic downturn of the Great Depression, Whorf drew the
remarkable observations that guided his thinking about the relation between lan-
guage structure and habitual thought as much from his professional experience
as a fire-insurance investigator as from the study of “exotic” societies. Darnell
offers the intriguing hypothesis that Whort’s celebrated formulation of linguis-
tic relativity may have not been so much “a new theory or methodology
but a pedagogical effort to translate the linguistic work of Sapir and his stu-
dents so that it would be comprehensible to non-linguists.” Whorf died young,
before he could give his intuitions the extended treatment that they required.
Nonetheless, his work has drawn enormous attention, and criticism, since his
death. It is clear that many interpretations and utilizations of the “Whorfian
hypothesis” go well beyond anything Whorf himself appeared to have intended.
Darnell warns her readers against simplistic readings of Whorf, which present
his hypothesis as holding that linguistic categories mechanistically constrain
thought. She limpidly delineates the differences between the approach of Boas
and that of Sapir. This section of her chapter is important for what it reveals of
the foundations of the Americanist tradition of linguistic anthropology, which
will eventually steer it in the direction of culturalist and cognitivist frameworks:
phonemic models, theories of mind, the ontological relation between language
and culture.

Cognitive anthropology, earlier known under the labels “new ethnography,”
“semantic ethnography” or “ethnoscience,” coalesced toward the end of the
1950s in the context of a movement in linguistic anthropology seeking to revise
the notion of culture then favored by ethnographers. The new movement insisted
on methodological rigor and the necessity of identifying fundamental cultural
categories. As explained by Penelope Brown in her contribution to this volume,
the notion of culture, until then primarily derived from the study of “behavior
or artifacts,” should be replaced by one which foregrounds the role of systems
of knowledge and mental dispositions. Brown summarizes the forty-year his-
tory of cognitive anthropology’s examination of the relation between language
(and other semiotic systems) and thought, the role of language in organizing
knowledge, etc. These questions have been at the center of vigorous debates
between “(i) those who emphasize universals of human cognition vs. those who
stress the importance of cultural differences, and (ii) those who treat cognition
as ‘in the head’ vs. others who insist on its embodied, interactional, and contex-
tually dependent nature.” The first part of the chapter presents an overview of
the initial approaches and goals of cognitive anthropology through the 1970s.
The second part is concerned with the North American tradition of research on
cultural models. The third section presents some new approaches to the issue
of linguistic relativity, especially those which focus on spatial language and
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cognition. The author concludes by looking toward the future of the program
of cognitive anthropology, suggesting some areas where fruitful research might
be undertaken.

The article contributed by Paul Kay is in response to the debates provoked by
the hypotheses presented in Berlin and Kay (1969) on the typology of the basic
color terms of the world’s languages. Their conclusions appeared to contradict
standard interpretations of the Whorfian hypothesis. They imply, first of all, that
a set of no more than eleven perceptual categories can account for the referential
range of the basic color terms of any human language. Secondly, more elaborate
color term systems evolve from less elaborate ones in a partially fixed order. In
his chapter in the present volume, Kay responds to three objections raised by
John Lucy, Anna Wierzbicka and others: (1) In many (perhaps all) languages,
lexemes used to denote chromatic features also denote non-color properties,
such as ripeness or succulence; (2) The basic color lexemes of many languages
do not constitute a distinct formal class, in terms of morphology or syntactic
properties; (3) The findings reported by Berlin and Kay (1969), and similar
investigations in the “Universals and Evolution” tradition of research, are an
artifact of the methodology used by these approaches. Kay presents a vigorous
and detailed rebuttal to these criticisms in his paper, drawing upon his more
than three decades of research on color terms, as well as the contributions of
numerous other scholars who have looked at this lexical subsystem in various
languages.

While much of the research on linguistic relativity has focused on readily
delimitable semantic domains such as color, number, and space, the average
learner of a foreign language is struck by differences less amenable to psy-
cholinguistic testing: the expressive potential of the new language, the tropes
and metaphors preferred by its speakers, the distinctive forms of verbal art and
conversational genres. Edward Sapir — a “minor poet and a major phonologist,”
in Paul Friedrich’s characterization — once wrote that “the understanding of a
simple poem . . . involves not merely an understanding of the single words . . .
but a full comprehension of the whole life of the community as it is mirrored
in the words, or as it is suggested by their overtones” (Sapir 1929a [1949]:
162). Language is, by its very nature, a competence shared by a community; a
phonology, grammar and lexicon structured in ways that are comparable to, but
different from, those of other languages; an expressive and constitutive medium
through which “we present, enact, and thus make possible our way of being
in the world and to others” (Taylor, this volume). According to Jakobson’s
(1960) communication-theoretic model, the poetic function of speech is ori-
ented toward the message itself, the linguistic form as form. Dry and technical
it may be, but Jakobson’s definition can be extraordinarily fruitful if one uses
it, as Friedrich does, as a standpoint for viewing the multiple interactions and
relations among language, the social group, and the individual. The ethnopo-
etic project has as its goal, one might say, the working out of the manifold
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implications of “form about form” for both individual creativity, and what
Friedrich calls “linguaculture,” a neologism intended to capture the fundamen-
tal fact that “culture is a part of language just as language is a part of culture”
(Friedrich: 219). Among the facets of ethnopoetics explored in this chapter are:
(1) the aesthetic and expressive potential of language structure (phonetics, mor-
phology, etc.); (2) the dilemma of universalism and linguacultural situatedness;
(3) the inevitability, yet impossibility, of translation; (4) the poetics of “non-
poetic” texts. In his concluding sections, Friedrich reflects on the possibility
of reconciling philosophical and poetic conceptions of truthfulness, and the
political nature of poetic texts.

Language contact

The phenomena that are described by the term contact in anthropology and in
linguistic anthropology have challenged conceptions of culture and language
as whole, bounded and organic entities. At the core of that challenge lie two
issues: first, how to understand the processes of contact itself with regard to
such a reified understanding of culture; and second, how to analyze the effects
of contact-induced change. These two questions have forced anthropologists to
engage with the issue of change as an inherent part of culture and language, and
thus to apprehend social and linguistic realities in terms of processes and not
simply in terms of traits and features. Central to this discourse on change are
“otherness” and an understanding of the effects that alterity has on the concep-
tion of self, on group identity, and on cultural positioning. Interpretation of the
other is the key feature of the contact situation. Permanent exposure to “other-
ness” through contact with neighboring groups may lead to various linguistic
practices that have been described in the literature in terms of interference,
interlanguage, bilingualism, multilingualism, language shift, language crossing,
obsolescence, pidginization, and creolization. In some cases, sustained contact
has led to an exacerbated sense of group identity that may be symbolized through
the enhancement of linguistic differences (as in the Amazon basin or Melane-
sia). Anthropologists interested in contact-induced cultural change have focused
on cultural borrowing, diffusion, reinterpretation, syncretism, translation, and
acculturation; but also on biculturalism and multiculturalism and, more recently,
on cultural creolization and on the effect of globalization on local cultures. Some
forms of contact, such as colonization and forced displacements of population,
are extreme types that, through imposition of new ideologies and modes of life,
have severely altered, and often destroyed, the pre-existing balance of power
among neighboring groups. They have often brought about the birth of new
languages (such as pidgins and creoles), but also the death or attrition of oth-
ers. Under colonization, or any other form of hegemonic conditions, the cul-
tural anchoring of languages is challenged and often shattered, compelling
individuals and groups to adopt the language spoken by the dominant power,
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or whatever language that will allow them to survive socially. In most cases,
the question of choice is irrelevant.

In this volume, two chapters address some of the linguistic effects of cultural
contact: Jourdan presents an analysis of the genesis of pidgin and creole (PC)
languages, while Heller discusses bilingualism with regard to linguistic and
cultural theory.

Jourdan tackles the question of PC genesis from the angle of culture, power
and meaning. Convinced as she is that the birth of new languages cannot be
dissociated from the social condition of their genesis, and that the impetus
for PC genesis is found in the lived experience of their makers, she seeks to
identify the cultural components of this experience that have led to, and shaped,
the development of these new languages. Considering primarily those pidgins
that have evolved in plantation societies of the Atlantic and Pacific, and starting
with the concept of culture, Jourdan revisits the conditions prevalent in these
social worlds. A discussion of the social organization of the plantations and of
the work practice on plantations, as well as of practices of cultural retention
on the part of the workers, leads her to propose that work, and work-related
activities, have been among the main loci of pidgin genesis. Special consider-
ation of the power relationships that were characteristic of plantation societies
allows her to shed light on the conflictual and consensual relationships that have
made pidgins possible. She further suggests that in situations of liminality or
cultural alienation, the birth of a new language may be constitutive of a form
of resistance against hegemony. She concludes that, given human agency and
the social conditions that served as their matrix, the birth of pidgins and creoles
was inevitable.

One outcome of sustained contact between ethnocultural groups has been
bilingualism or multilingualism, a phenomenon that has been often portrayed
as a pragmatic response to local sociolinguistic realities. In her chapter, Mon-
ica Heller moves away from such a functionalist approach to bilingualism, and
instead examines it from the points of view of linguistic theory, the demands
of the nation-state and the political economy of culture. Her own research on
codeswitching demonstrates the challenges it poses to core tenets of linguistic
theory. Whether it is considered from the perspective of universal grammar, or
from an interactionist theory of language, codeswitching challenges the con-
ception of language as an autonomous system. She asks: “What if grammar
were the order speakers impose, more or less successfully, on their linguis-
tic resources?” But bilingualism also challenges directly the organicity of the
nation-state conceived as the bounded collective space where the unity of lan-
guage and ethnicity takes place, a representation which has driven many a
language-policy reform. More interestingly, bilingualism is seen as a resource
deployed by speakers in making meaning, and on this basis Heller calls for
a reassessment of traditional tenets in linguistic anthropology concerning lan-
guage, identity and culture. In her view, language is best seen as a complex
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and fuzzy social construct, that is not evenly distributed socially, and which is
associated by speakers with disparate goals, values and intentions, in the course
of social practice. Bilingualism can be conceptualized as a set of ideologically
loaded resources through which speakers, as social actors, not only replicate
existing conventions and relations, but also create new ones.

Language socialization

Sentences such as “I declare the meeting adjourned,” or “I bet you $50 the
Cubs will win the World Series before the end of the century” are known to
philosophers as performatives, in that the speaker performs the act of adjourn-
ing a meeting or making a bet by the very fact of having uttered these words. As
analyzed by Austin (1975), performatives conventionally presuppose the con-
ditions for their successful performance, and have conventional entailments, i.e.
their successful performance brings about a specific state of affairs. Anyone can
say “I declare the meeting adjourned,” but the utterance will only be efficacious
if there is in fact a meeting going on, the speaker has the floor, he or she has
been invested with the authority of chairperson, and so forth. The importance of
Austin’s analysis for anthropologists is that it can in principle be extended to any
utterance. Silverstein (1976) has combined the notion of performativity with
Peircian semiotics (the concept of indexicality, in particular), to create a pow-
erful tool for investigating the context-dependence of speech. Even a blandly
routine “Nice day, isn’t it?”, said to a neighbor one passes on the sidewalk, is
laden with indices pertaining to the social identity of the speaker (variables of
pronunciation or form correlated with sex, age, social class, ethnicity, etc.), that
of the interlocutor (casual or formal style, mode of address), and the nature of
the interaction (phatic communion, rather than an earnest request for meteoro-
logical data). Each element of the phrase presupposes an appropriate context, if
only on the grammatical level, and entails certain consequences for subsequent
talk. On-going speech can be imagined as a point of intersubjective focus mov-
ing forward in time, surrounded by more or less shadowy concentric circles of
presupposable knowledge, from the most immediate, local and ephemeral, to
the most general, durable and “cultural.”

Best known to anthropologists for their research on language socialization,
Elinor Ochs and Bambi Schieffelin have also made important contributions to
linguistics and to the study of child language acquisition. Psycholinguists have
long known that children achieve grammatical mastery of their native languages
at about the same age, regardless of the structure of the language, the degree
of explicit training they receive from their care-givers, or the use of simplified
registers such as mainstream North American “motherese.” But children are
not just maturing language organs acquiring the principles and parameters of
the target language. They are also becoming competent social actors and inter-
actants, learning not only what to say, but when and to whom to say it. In other



12 Christine Jourdan and Kevin Tuite

words, children are picking up the indexical associations, the presuppositions
and entailments of language forms — their performative component — along
with their grammatical structure. In this paper, an updated version of one writ-
ten a decade ago for the Handbook of child language (Ochs and Schieffelin
1995), Ochs and Schieffelin, drawing on their long-term ethnographic studies
of language acquisition in Samoa and highland New Guinea, demonstrate the
degree to which “children’s use and understanding of grammatical forms is
culturally reflexive — tied in manifold ways to local views of how to think, feel,
know, (inter)act, or otherwise project a social persona or construct a relation-
ship.” Based on their fieldwork, they show that children readily acquire age-,
status- and gender-appropriate forms that are rarely used by the adults around
them, while not employing more frequently heard grammatical constructions
that are not deemed appropriate for children. “Even very young children,” they
conclude, “appear to be sensitive to the ways in which grammatical construc-
tions within a code index social identity,” as demonstrated by their selection of
linguistic forms that, in accordance with communal norms that often operate
below the level of conscious awareness, signal — and construct — their identity
as children, as members of a kingroup, as male or female.

Elizabeth Povinelli’s contribution builds upon Ochs and Schieffelin’s work
on language socialization, despite the impression the reader might get from the
opening scene, set in the Australian outback over a century ago. Two European
men and a group of Arrente speakers are portrayed engaging in a cross-language
encounter reminiscent of the late W. V. Quine’s well-known parable on the
inscrutability of reference (Quine 1969). The two parties attempt to bridge
the radically different conceptual and cultural arrays that have been brought
into momentary contact by the European’s finger pointing to “that” field-of-
action, which he understands as “sex,” explained as necessary to keep the head
decorations from coming loose during a corroboree. The anthropologist who
points to a passing rabbit, and the native who says “gavagai” are presented by
Quine as engaged in a simple act of reference and predication.

The scene reconstructed by Povinelli is far less innocent. The Arrentes, forced
from their land and hunted like animals, offer ethnographic data in exchange for
food and protection. In this highly asymmetric context of communication, the
bridge opened by Spencer and Gillen’s extended fingers and sketches in the sand
is not destined for an equitable two-way flow of information. The utterances
and performances of the Arrentes supply the ethnographers with comparative
data, and perhaps a few titillating or exotic excerpts to be reframed for mass
consumption. As for the Aborigines, the English term “sex,” accompanied by
its Victorian-era ideological baggage, “slowly rearticulated the total order of
indigenous semantic and pragmatic meaning, entextualizing new value-laden
references and predications.” This story of the impression of meanings and
norms onto minds (and bodies) under asymmetric power relations is a jumping-
off point for Povinelli’s thought-provoking and original exploration of the



Walking through walls 13

emergence of the pre-linguistic subject into the symbolic order. It is at this stage
that the child’s “intimate grammar” begins to form, as “traumas and corporeal
sensations” are laminated onto language along with socially approved (or, in
any case, care-giver-approved) norms of speech, behavior and the presentation
of self. Some readers may still grit their teeth whenever the name of Lacan is
invoked within earshot, but there is no doubt that Povinelli’s ambitious attempt
to wed key notions from Lacanian psychology to the analytical tools of contem-
porary anthropology, sociolinguistics, and pragmatics will draw new attention
to the crucial, but understudied, developmental phase in early childhood where
language, gender identity, and desire emerge.

Translation and hermeneutics

Leaving aside what the Arrentes might have thought about their encounter,
the ethnographers Spencer and Gillen probably considered themselves to have
been engaged in the work of translation, or rather hermeneutics, the interpre-
tation of difficult, chronologically or culturally distant texts. Habermas (1983:
258) distinguished three major stances among social scientists with regard to
the project of interpretation. The first, “hermeneutic objectivism,” continues to
pin its hopes on what Dilthey called “empathy” (Einfiihlung), the sympathetic
reading of distant texts undistorted by the reader’s own cultural, linguistic and
historical situation. In reaction, some philosophers (Richard Rorty, for exam-
ple) opposed a relativist “radical hermeneuticism” to the naive, and potentially
ethnocentric, traditional approach, accompanied by the renouncing of claims
to objectivity and explanatory power. Habermas himself staked out the mid-
dle ground, favoring a “hermeneutic reconstructionism” which does not claim
absolute neutrality, yet seeks, through a dialogic back-and-forth between the
reader’s horizon and the distant one of the text, to arrive at “some sort of objec-
tive and theoretical knowledge.”

The question of the grounding of interpretation across distinct linguacul-
tural horizons, or of its very possibility, lies at the heart of the ethnolinguistic
enterprise, indeed, that of anthropology as a whole. The contributors to this
volume touch on this matter from their particular standpoints, and the lack
of consensus within the confines of these pages is representative of the field at
large. Some cognitive scientists and psycholinguists anchor their understanding
of hermeneutics in intensional universals: patterns, concepts and categories of
thought common to all humanity, presumably as infrastructural features of the
mind determined by our common genetic heritage. The very different seman-
tic universalisms of Jerry Fodor and Anna Wierzbicka are extreme cases in
point, but it is safe to say that few people nowadays still take radical-empiricist,
tabula rasa models of mind seriously. Most scholars also assume some measure
of extensional universals, these being features not just of the world “out there,”
but also the much closer-to-home commonalities of the human body, human
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life cycles, the expression of emotional states (for example, Paul Ekman’s work
on facial expressions), etc.

In what was to be his last conference paper, Roger Keesing (1993) accused
anthropologists of exaggerating “the gulfs between culturally constructed
worlds of thought and experience” in the face of mounting evidence from
cognitive science and linguistics, and indeed from the daily experiences of
the Kwaios with whom he had lived in the Solomon Islands, as they shut-
tle back and forth between the mountain shrines of their ancestors, and the
shops, schools, and video parlors of the capital, and between their indigenous
Austronesian language and Solomons Pidgin and/or English. (A less dramatic,
almost reflex-like, shuttling between languages is a daily occurrence here in
Montréal, and doubtless many other bilingual or polyglot societies the world
over. We have noted from our own experience — and numerous acquaintances
have related similar stories — that it is quite possible to recall, in great detail, the
content of a conversation one had at lunch, or of a program seen on television,
without remembering what language(s) it was in.) Yet however rich, specific
and hard-wired the pan-human common ground might be, the differences are
there, they are evident to everyone, and they serve as expressive resources,
and occasions of adventure and aesthetic appreciation, not just obstacles to
perfect understanding. Friedrich asserts that “translation is linguistically and
mathematically impossible,” yet it has been attempted since the dawn of civi-
lization, and doubtless long before then. Taylor points out the inevitability of
“Sapir—Whorf incommensurabilities” across languages and cultures, in social
institutions, values, practices and virtues, yet in the same sentence, he avers
that they are “the very stuff of life in multicultural, ‘globalizing’ societies.”
If Povinelli’s hypothesis about intimate grammars is on the mark, minor (and
perhaps not-so-minor) incommensurabilities may lurk beneath the surface of
face-to-face encounters between two people who, by all appearances, speak the
same language and participate in the same culture. Being a passe-muraille is
a conscious stance for some, a necessity for others, and — to a greater or less
degree — part and parcel of everyone’s social life, whether or not one realizes it.

Variation and change

Hermeneutics originated as the methodology for interpreting ancient texts, such
as the Bible and the Homeric epics. Although many philosophers interested in
hermeneutic theory have turned their attention toward the difficulties of inter-
preting across contemporary social and linguistic divides, new advances in this
area can be brought to bear once again on the study of the past. In his chap-
ter, Kevin Tuite considers the consequences of treating historical linguistics —
and in particular, its somewhat rarefied subfield of etymology — as a mem-
ber in full standing of the historical social sciences. Linguists hypothesizing
sound changes in the distant past, and etymologists studying word origins,
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are practitioners of historical reconstruction and historiography. This being the
case, what can historical linguists learn from recent debates on narrativity, the
poetics of historical writing or archaeological methodology? In his paper, Tuite
looks at recent work on variation and change in language, specifically, that done
within the framework of variationist sociolinguistics. It is an inherent character-
istic of language, as a shared competence that continually emerges and renews
itself through communicative interaction, that it is constantly changing, and that
no speech community, nor even the speech repertoire of a single individual, is
completely uniform. As Labov and his colleagues have documented, the ubiq-
uity of variation entails a constant source of distinguishing variables which can
take on indexical loadings of all sorts. Ethnographic work by sociolinguists has
begun to reveal the networks through which new pronunciations spread, and the
identity-marking (and identity-making) strategies underlying the deployment
of speech variables. Much work remains to be done, and the circumstances
surrounding linguistic innovation remain obscure. Can Ochs and Schieffelin’s
research on language socialization, Friedrich’s ethnopoetic inquiry into the cre-
ative potential of all speakers (not just poets), or Povinelli’s work on the uneasy
interface between intimate and social grammars, help us further explore the
murky and porous boundary between the communal and the individual? One
thing, at least, is certain: it will take a passe-muraille . . .



I
AN ISSUE ABOUT LANGUAGE

CHARLES TAYLOR

How to understand language? This is a pre-occupation going back to the very
beginning of our intellectual tradition. What is the relation of language to other
signs? to signs in general? Are linguistic signs arbitrary or motivated? What
is it that signs and words have when they have meaning? These are very old
questions. Language is an old topic in Western philosophy, but its importance
has grown. It is not a major issue among the ancients. It begins to take on greater
importance in the seventeenth century, with Hobbes and Locke. And then in
the twentieth century it has become close to obsessional. All major philoso-
phers have their theories of language: Heidegger, Wittgenstein, Davidson, and
all manner of “deconstructionists” have made language central to their philo-
sophical reflection.

In what we can call the modern period, from the seventeenth century, there has
been a continual debate, with philosophers reacting to and feeding off each other,
about the nature of language. I think we can cast light on this debate if we identify
two grand types of theory. I will call the first an “enframing” theory. By this
I mean that the attempt is made to understand language within the framework
of a picture of human life, behaviour, purposes, or mental functioning, which
is itself described and defined without reference to language. Language is seen
as arising in this framework, which can be variously conceived as we shall see,
and fulfilling some function within it, but the framework itself precedes, or at
least can be characterized independently of language.

The other type of theory I want to call “constitutive.” As this word suggests,
it is the antitype of the enframing sort. It gives us a picture of language as
making possible new purposes, new levels of behaviour, new meanings, and
hence as not explicable within a framework picture of human life conceived
without language.

The classical case, and most influential first form of an enframing theory was
the set of ideas developed from Hobbes through Locke to Condillac. I have
discussed this in “Language and Human Nature.”' Briefly, the Hobbes—Locke—
Condillac (HLC) form of theory tried to understand language within the confines
of the modern representational epistemology made dominant by Descartes. In

' In Human agency and language, Cambridge 1985.
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the mind, there are “ideas.” These are bits of putative representation of reality,
much of it “external.” Knowledge consists in having the representation actually
square with the reality. This we can only hope to achieve if we put together
our ideas according to a responsible procedure. Our beliefs about things are
constructed, they result from a synthesis. The issue is whether the construction
will be reliable and responsible or indulgent, slapdash, and delusory.

Language plays an important role in this construction. Words are given mean-
ing by being attached to the things represented via the “ideas” which represent
them. The introduction of words greatly facilitates the combination of ideas
into a responsible picture. This facilitation is understood in different ways. For
Hobbes and Locke, they allow us to grasp things in classes, and hence make
possible synthesis wholesale where non-linguistic intuition would be confined
to the painstaking association of particulars. Condillac thinks that the introduc-
tion of language gives us for the first time control over the whole process of
association; it affords us “empire sur notre imagination.””

The constitutive theory finds its most energetic early expression in Herder,
precisely in a criticism of Condillac. In a famous passage of the treatise on
the Ursprung der Sprache, Herder repeats Condillac’s fable — one might say
“just so” story — of how language might have arisen between two children in a
desert.’ He professes to find something missing in this account. It seems to him
to presuppose what it’s meant to explain. What it’s meant to explain is language,
the passage from a condition in which the children emit just animal cries to the
stage where they use words with meaning. The association between sign and
some mental content is already there with the animal cry (what Condillac calls
the “natural sign”). Whatis new with the “instituted sign” is that the children can
now use it to focus on and manipulate the associated idea, and hence direct the
whole play of their imagination. The transition just amounts to their tumbling
to the notion that the association can be used in this way.

This is the classic case of an enframing theory. Language is understood in
terms of certain elements: ideas, signs, and their association, which precede its
arising. Before and after, the imagination is at work and association takes place.
What’s new is that now the mind is in control. This itself is, of course, some-
thing that didn’t exist before. But the theory establishes the maximal possible
continuity between before and after. The elements are the same, combination
continues, only the direction changes. We can surmise that it is precisely this
continuity which gives the theory its seeming clarity and explanatory power:
language is robbed of its mysterious character, is related to elements that seem
unproblematic.

2 See Leviathan, ch. 4, Oakeshott edition, Oxford: Blackwell n.d., p. 20; Essay concerning human
understanding, 3.3.2; Essai sur [’origine des connaissances humaines, 1.2.4.45-6.

3 “Uber den Ursprung der Sprache”, in Johann Gottfried Herder’s Sprachphilosophie, Hamburg:
Felix Meiner 1960, pp. 12-14.
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Herder starts from the intuition that language makes possible a different
kind of consciousness, which he calls “reflective” (besonnen). That is why he
finds a continuity explanation like Condillac’s so frustrating and unsatisfying.
The issue of what this new consciousness consists in and how it arises is not
addressed, as far as Herder is concerned, by an account in terms of pre-existing
elements. That’s why he accuses Condillac of begging the question. “Der Abt
Condillac [. . .] hat das ganze Ding Sprache schon vor der ersten Seite seines
Buchs erfunden vorausgesetzt, [. . I

What did Herder mean by “reflection” (Besonnenheit)? This is harder to
explain. I have tried a reconstruction in The Importance of Herder.” We might
try to formulate it this way: pre-linguistic beings can react to the things which
surround them. But language enables us to grasp something as what it is. This
explanation is hardly transparent, but it puts us on the track. To get a clearer
idea we need to reflect on what is involved in using language.

You ask me what kind of shape this is, and I say “a triangle.” Let’s say it is
a triangle. So I get it right. But what’s involved in getting it right in this sort
of case? Well, it involves something like knowing that “triangle” is the right
descriptive term for this sort of thing. Perhaps I can even tell you why: “see, the
thing is bounded by three straight sides.” But sometimes I recognize something
and I can’t say very much if anything about why. I just know that that’s a
classical symphony we’re hearing. Even in this case, however, I acknowledge
that the question “why?” is quite in order; I can imagine working further on it
and coming up with something, articulating what underlies my confidence that
I've got it right.

What this brings out is that a certain understanding of the issue involved
is inseparable from descriptive language, viz., that the word can be right or
wrong, and that this turns on whether the described has certain characteristics.
A being who uses descriptive language does so out of a sensitivity to issues of
this range. This is a necessary proposition. Of a being, like a parrot, to whom
we can attribute no such sensitivity, we would never say that it was describing
anything, no matter how unerringly it squawked out the “right word.” Of course,
as we prattle on, we are rarely focusing on the issue of rightness; we only do so
when we get uncertain and are plumbing unexplored depths of vocabulary. But
we are being continuously responsive to rightness, and that is why we always
recognize the relevance of a challenge that we have misspoken. It’s this non-
focal responsiveness which I'm trying to capture with the word “sensitivity.”

So language involves sensitivity to the issue of rightness. The rightness in
the descriptive case turns on the characteristics of the described. We might call
this “intrinsic” rightness. To see what this amounts to let’s look at a contrast
case. There are other kinds of cases in which something we can roughly call a

4 Urprung p. 12.
5 “The importance of Herder”, in Philosophical arguments, Harvard University Press 1995.
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sign can be rightly or wrongly used. Suppose I train some rats to go through
the door with the triangle when this is offered as an alternative to a door with
a circle. The rats get to do the right thing. The right signal behaviour here is
responding to the triangle positively. The rat responds to the triangle door by
going through it, we might say, as I respond to the triangle by saying the word.

But now the disanalogy springs to light. What makes going through the door
the right response to the triangle is that it’s what brings the cheese in the end-
chamber of the maze. The kind of rightness involved here is one which we
can define by success in some task, here getting the cheese. Responding to the
signal plays a role in completing the task, and that’s why there’s a “correct use”
of the signal. But this is a different kind of rightness from the one involved in
aligning a word with the characteristics of some described referent.

But, one might object, doesn’t the rat do something analogous? Doesn’t he
recognize that the triangle “indicates cheese”? He is after all responding to
a characteristic of the triangle door, even if an instrumental one. The rat, we
might say, aligns his action with a characteristic of this door, viz., that it’s the
one behind which the cheese always is. So perhaps we might better “translate”
his understanding by saying that the triangle indicates “rush through here.” But
this shift in translation alerts us to what is wrong with this assimilation. There
are certainly characteristics of the situation in virtue of which “rush through
here” is the right response to a triangle on a door. But getting the response right
has nothing to do with identifying these characteristics or any others. That’s
why the question, under what precise description the rat gets it right — “that’s
where the cheese is,” or “where reward is,” or “where to jump,” or whatever —
is pointless and inapplicable.

What this example brings out is the difference between responding appro-
priately in other ways to features of the situation, on one hand, and actually
identifying what these features are, on the other. The latter involves giving some
definition, some explicit shape, to these features. This takes us beyond merely
responding to them; or, otherwise put, it is a further response of its own special
kind. This is the response we carry out in words. We characteristically define
the feature in applying the word, which is why this application must be sensitive
to issues of intrinsic rightness, to the fact that the word applies because of the
defined features, else it is not properly a word.®

By contrast, let’s call what the rat responds to a “signal,” marking by this term
that the response involves no definition of features, but rather rushing through to

6 Nothing in our experience really corresponds to the wordless world of the rat. But we do have
experiences which illustrate what it is to take the further step beyond inarticulate action. We are
sometimes asked to articulate just what we have been responding to, for instance, what angers
us in a person’s demeanour, or why we find some scene pleasing. Being able to say gives an
explicit shape to features which were, all undefined, moulding our feelings and behaviour. This
alters our stance towards these features, and often opens up new possibilities for us. I repeat: this
example is not intended to offer insight into the world of animals, because much of our world is
already articulated, even when we are not focally aware of it. I will touch on this below.
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reward. Otherwise put, where responding to a signal plays a role in some task,
correct signal behaviour is defined by success in that task. Unless this success is
itself defined in terms of getting something intrinsically right — which is not the
case for winning through to cheese — correct response to the signal need involve
no definition of any particular characteristics; it just involves reacting rightly,
and this is compatible with recognizing a whole host of such characteristics,
or none at all: the rat just knows to rush through here; he knows from nothing
about descriptions and qua what he should rush it.

The rightness involved in description is crucially different. We can’t just
define it in terms of success in some task — unless we define this task itself
in terms of what I called above intrinsic rightness. In other words, intrinsic
rightness is irreducible to what we might call task rightness simpliciter: the
account only works if we have already incorporated intrinsic rightness in our
success criteria.’

This shows a possible ambiguity in the use of expressions like “knows that
this is the proper door to rush through.” Applied to the rat in the above example
it can just mean that he knows how to respond to the signal. But in another
context, we might mean something like: knows how to apply the description
“the proper door to rush through” correctly. The point of the above discussion is
to show that these are very different capacities. Having the first capacity doesn’t
need to involve aligning any signs with reality on grounds of the features this
reality displays; having the second essentially consists in acting out of sensitivity
to such grounds. In the second case a certain kind of issue must be at stake,
animating the behaviour, and this may be quite absent in the first.

A confusion between these two bedevils a number of discussions about ani-
mal behaviour, most notably the controversy about chimp “language.” We can
prescind from all the arguments whether the chimps really always sign in the
appropriate way, concede the case to their protagonists, and still ask what is
going on here. That an animal gives the sign “banana” only in the presence of
bananas, or “want banana” only when it desires one, doesn’t by itself establish
what is happening. Perhaps we’re dealing with a capacity of the first kind: the
animal knows how to move its paws to get bananas, or attention and praise from
the trainer. In fact, the sign is aligned with an object with certain features, a
curved, tubular, yellow fruit. But this doesn’t show that that’s the point of the
exercise; that the animal is responding to this issue in signing.

Butonly in the latter case would the chimps have “language” in something like
the sense we do. In the former, we would have to see their signing behaviour

7 The above contrast between people describing and rats in mazes might be thought to be skewed
by another obvious disanalogy between the two cases, that the person describing is emitting the
signals, and the rat is only responding to them. But consider this case: certain birds are genetically
constituted so that when one sights a predator he cries out, and all flee. There is a “right use”
of this signal — one could imagine a case of a bird with damaged vocal chords who emitted the
wrong sound, with disastrous consequences. But there is likewise no answer to the question, what
precise “translation” to give to the cry: “hawk!”, or “predator!”, or “skedaddle!”, or whatever.
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as more of a piece with the clever instrumental performances that we know
chimps can master, like manipulating sticks, and moving boxes around to get
at things out of reach, which Kohler described.® The one kind of achievement
need be considered no more properly “semantic” than the other.

Whereas to be sensitive to the issue of intrinsic rightness is to be operating,
as it were, in another dimension. Let me call this the “semantic dimension.”
Then we can say that properly linguistic beings are functioning in the seman-
tic dimension. And that can be our way of formulating Herder’s point about
“reflection.” To be reflective is to operate in this dimension, which means acting
out of sensitivity to issues of intrinsic rightness.

But we need to extend somewhat our notion of the semantic dimension. Above
I was speaking of descriptive rightness. But we do more things in language
than describe. There are other ways in which a word can be “le mot juste.”
For instance, I come up with a word to articulate my feelings, and thus at
the same time shape them in a certain manner. This is a function of language
which cannot be reduced to simple description, at least not description of an
independent object. Or else I say something which re-establishes the contact
between us, puts us once again on a close and intimate footing. We need a
broader concept of intrinsic rightness than just that involved in aligning words
with objects.

We can get a more general description if we recur to a contrast I made above.
The correct response to a signal for a rat trained in a maze was defined, I said,
by success in some task. Let’s use the word “sign” as a general term which
can apply indiscriminately to this kind of case as well as to genuine uses of
language. Then we can say that functioning with signs lies outside the semantic
dimension wherever the right response is defined simply in terms of what leads
to success in some non-semantically defined task. Where this account is not
sufficient, the behaviour falls within the dimension.

Rats responding to triangles, and birds responding with cries to the presence
of predators, meet this criterion. An account in terms of a simple task suffices.
Where it fails to, we enter the semantic dimension. This can happen in two ways.
First the task itself can be defined in terms of intrinsic rightness; for instance,
where what we are trying to do is describe some scene correctly. Or else, where
the end is something like: articulating my feelings, or re-establishing contact,
the failure occurs at another point. As goals, these don’t on the face of it seem
to involve intrinsic rightness. But the way in which the correct sign-behaviour
contributes to fulfilling them does.

Thus, when I hit on the right word to articulate my feelings, and acknowledge
that [ am motivated by envy, say, the term does its work because it is the right
term. In other words, we can’t explain the rightness of the word “envy” here
simply in terms of the condition that using it produces; rather we have to account

8 Wolfgang Kohler.
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for its producing this condition — here, a successful articulation — in terms of its
being the right word. A contrast case should make this clearer. Say that every
time I get stressed out, tense and cross-pressured, I take a deep breath, and blow
it explosively out of my mouth, “how!” I immediately feel calmer and more
serene. This is plainly the “right sound” to make, as defined by this desirable
goal of restored equilibrium. The rightness of “how!” admits of a simple task
account. It’s like the rat case and the bird case, except that it doesn’t involve
directing behaviour across different organisms, and therefore doesn’t look like
“communication.” (But imagine that every time you feel cross-pressured, I go
“how!,” and that restores your serenity.) That’s because we can explain the
rightness simply in terms of its bringing about calm, and don’t need to explain
its bringing about calm in terms of rightness.

This last clause points up the contrast with “envy” as the term which artic-
ulates/clarifies my feelings. It brings about this clarification, to be sure, and
that’s essential to its being the right word here. But central to its clarifying is
its being the right word. So we can’t just explain its rightness by its de facto
clarifying. You can’t define its rightness by the de facto causal consequence of
clarifying, in other words, make this outcome criterial for its rightness, because
you don’t know whether it’s clarifying unless you know that it’s the right term.
Whereas in the case of “how!,” all there was to its rightness was its having
the desired outcome; the bare de facto consequence is criterial. That’s why
normally we wouldn’t be tempted to treat this expletive as though it had a
meaning.

Something similar can be said about my restoring the intimacy between us
by saying “I'm sorry.” This was “the right thing to say,” because it restored
contact. But at the same time, we can say that these words are efficacious in
restoring contact because of what they mean. Intrinsic rightness enters into
the account here, because what the words mean can’t be defined by what they
bring about. Again, we might imagine that I could also set off a loud explosion
in the neighborhood, which would so alarm you that you would forget about
our tiff and welcome my presence. This would then be, from a rather cold-
blooded, strategic point of view, the “right move.” But the explosion “means”
nothing.

What this discussion is moving us towards is a definition of the semantic
dimension in terms of the possibility of a reductive account of rightness. A
simple task account of rightness for some sign reduces it to a matter of efficacy
for some non-semantic purpose. We are in the semantic dimension when this
kind of reduction cannot work, when a kind of rightness is at issue which can’t
be cashed out in this way. That’s why the image of a new “dimension” seems
to me apposite. To move from non-linguistic to linguistic agency is to move to
a world in which a new kind of issue is at play, a right use of signs which is
not reducible to task-rightness. The world of the agent has a new axis on which
to respond; its behaviour can no longer be understood just as the purposive
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seeking of ends on the old plane. It is now responding to a new set of demands.
Hence the image of a new dimension.’

If we interpret him in this way, we can understand Herder’s impatience with
Condillac. The latter’s “natural signs” were things like cries of pain or distress.
Their right use in communication could only be construed on the simple task
model. Language arose supposedly when people learned to use the connection
already established by the natural sign, between, say, the cry and what caused
the distress, in a controlled way. The “instituted sign” is born, an element
of language properly speaking. Herder cannot accept that the transition from
pre-language to language consists simply in a taking control of a pre-existing
process. What this leaves out is precisely that anew dimension of issues becomes
relevant, that the agent is operating on a new plane. Hence in the same passage in
which he declares Condillac’s account circular, Herder reaches for a definition
of this new dimension, with his term “reflection.”

On my reconstruction, Herder’s “reflection” is to be glossed as the semantic
dimension, and his importance is that he made this central to any account of
language. Moreover, Herder’s conception of the semantic dimension was multi-
facetted, along the lines of the broad conception of rightness above. It didn’t just
involve description. Herder saw that opening this dimension has to transform
all aspects of the agent’s life. It will also be the seat of new emotions. Linguistic
beings are capable of new feelings which affectively reflect their richer sense
of their world: not just anger, but indignation; not just desire, but love and
admiration.

The semantic dimension also made the agent capable of new kinds of rela-
tions, new sorts of footings that agents can stand on with each other, of intimacy
and distance, hierarchy and equality. Gregarious apes may have (what we call)
a “dominant male,” but only language beings can distinguish between leader,
king, president, and the like. Animals mate and have children, but only language
beings define kinship.

Underlying both emotions and relations is another crucial feature of the
linguistic dimension, that it makes possible value in the strong sense. Pre-
linguistic animals treat something as desirable or repugnant, by going after
it or avoiding it. But only language beings can identify things as worthy of
desire or aversion. For such identifications raise issues of intrinsic rightness.
They involve a characterization of things which is not reducible simply to the
ways we treat them as objects of desire or aversion. They involve a recognition
beyond that, that they ought to be treated in one or another way.

This discussion brings us back to the central thesis that I want to draw out
of Herder, the one that justifies the label “constitutive.” I have been arguing

9 Hence also my use of the word “intrinsic.” This is a dangerous word, which triggers often
unreflective reactions from pragmatists, non-realists, and other such idealists. Its point here is
simply to serve as an antonym to “capable of reductive explanation.”
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above that operating in the semantic dimension is an essential condition of
counting as a being which uses language in the full sense. No language without
semantic dimension. But the crucial Herderian thesis also inverts this relation:
no semantic dimension without language. This may seem a trivial consequence
of the way I have set up this discussion. If we define the semantic dimension
as sensitivity to certain issues concerning the right use of signs, then it follows
tautologically that it requires language to be.

But a more substantive point follows from this way of seeing things. Being
in the semantic dimension means that we can treat the things which surround
us in new ways. We don’t just respond to them in virtue of their relevance
for our simple (i.e. non-semantic) purposes: as ways to get cheese, or trigger
off serenity. We are also capable of dealing with them as the proper objects
of certain descriptions; we might say: as the locus of certain features (or in
more familiar language, as the bearers of certain properties), where recognizing
them as such involves more than just treating them as functionally relevant to
certain simple ends. As we saw above, such functionally relevant treatment need
involve the recognition of no specific range of features: learning to rush through
the triangle door doesn’t involve attributing to this door the property: “way to
food,” or “good place for cheese,” or gerundively “to be rushed through,” or
“to be approached.” If we thus designate what is involved in description as the
definition of features (or the attribution of properties), then we can say that being
in the semantic dimension confers on the things which surround us meanings
(in the familiar phenomenological sense of this term) of a new kind. They are
not just paths or obstacles to simple tasks, but can also be loci of features. And
similarly for the other facets of the semantic dimension.

The substantive point about language is an answer to the question, whether
things can have this meaning for us without language. And the Herderian answer
is “no.” Contemporary philosophers are familiar with this thesis, and with
arguments for it, most notoriously perhaps from Wittgenstein. These arguments
are sometimes construed as deployed from an observer’s perspective: how could
you tell for any creature you were studying whether it was defining features or
attributing properties, as against just treating things functionally in relation to
simple ends, unless this being had language?'® But Wittgenstein actually uses
it at a more radical level. The issue is not: how would some observer know?
but how would the agent itself know? And what sense would there be in talking
of attributing properties, if the agent didn’t know which? Wittgenstein makes
us sensible of this more radical argument in Philosophical Investigations 1.258
and following: the famous discussion about the sensation whose occurrences
the subject wants to record in a diary. Wittgenstein pushes our intuitions to the
following revelatory impasse: what would it be like to know what it is you're

10 Mark Okrent offers an argument of this form in Heidegger’s pragmatism, Cornell University
Press, 1988, chapter 3.



An issue about language 25

attending to, and yet be able to say absolutely nothing about it? The answer
is, that this supposition shows itself to be incoherent. The plausibility of the
scenario comes from our having set it up as our attending to a sensation. But take
even this description away, leave it absolutely without any characterization at
all, and it dissolves into nothing.!! Of course, something can defy description; it
can have a je ne sais quoi quality. But this is only because it is placed somewhere
by language. It is an indescribable feeling, or experience, or virtue, or whatever.
The sense of being unable to say wouldn’t be there without the surrounding
sayable. Language is what constitutes the semantic dimension.

We could sum up the point in this way. Herder’s analysis establishes a dis-
tinction between (Ro) the case where an agent’s (non-semantic) response to an
object is conditional on its having certain features, and/or because of certain
features (the rat rushes the door when this has a triangle on it, because this has
been paired with reward), and (Rs) the case where the agent’s response consists
(at least partly) in identifying the object as the locus of certain features. It is
Rs that we want to call responding to a thing as that thing. Once these two are
distinguished, it is intuitively clear that Rs is impossible without language. This
is what Wittgenstein’s example shows up. He chooses an exercise (identifying
of each new occurrence whether it is the same as an original paradigm) which
is inherently in the Rs range, and we can see straight off that there is no way
this issue could even arise for a non-linguistic creature.

This in turn throws light on the other facets of the semantic dimension.
Consider the case of strong value mentioned above. What would it be to have
such a sense without language? It can’t just consist in certain things being
very strongly desired. There has to be the sense of their being worthy of this
desire. The motivation has a different quality. But how would the distinction
of quality stand out for the creature itself from differences of force of desire?
We can’t just say: because its reaction would be different. This is, of course,
true as far as it goes. A difference of reaction may be at a certain stage the only
way a moral distinction is marked. But then the distinction must be carried in
the kind of reaction: e.g. one of shock, or horror, or awe and admiration. But
consider what we mean by a reaction of horror. It doesn’t just mean a negative
one, even strongly negative. There is only horror when the reaction expresses
a recognition that the act was heinous or gruesome. But how can a creature
distinguish the heinous or gruesome from the merely (in a non-moral sense)
repugnant, unless it can identify the act as heinous? How does it have a sense
of transgression, unless it had language?

The impossibility of an external observer’s knowing really turns on some-
thing more radical, the impossibility of the creature’s being in the semantic

U Philosophical investigations, 1 para 261: “Und es hiilfe auch nichts, zu sagen: es miisse keine
Empfindung sein: wenn er “E” schreibe, habe er Etwas — und mehr konnten wir nicht sagen.
Aber “haben” und “etwas” gehoren auch zur allgemeinen Sprache. — So gelangt man beim
Philosophieren am Ende dahin, wo man nur noch einen unartikulierten Laut ausstossen mochte”.
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dimension without language. This is the crux of Herder’s thesis, that language
is constitutive of reflection. And at the same time, this shows how a constitutive
theory of language breaks out of the bounds of the enframing. We can’t explain
language by the function it plays within a pre- or extra-linguistically conceived
framework of human life, because language through constituting the seman-
tic dimension transforms any such framework, giving us new feelings, new
desires, new goals, new relationships, and introducing a dimension of strong
value. Language can only be explained through a radical discontinuity with the
extra-linguistic.

Constitutive theory gave a creative role to expression. Views of the HLC type
related linguistic expression to some pre-existing content. A word is introduced
by being linked with an idea, and henceforth becomes capable of expressing it,
for Locke.'” The content precedes its external means of expression. Condillac
develops a more sophisticated conception. He argues that introducing words
(“instituted signs”), because it gives us greater control over the train of thoughts,
allows us to discriminate more finely the nuances of our ideas. This means that
we identify finer distinctions, which we in turn can name, which will again allow
us to make still more subtle discriminations, and so on. In this way, language
makes possible science and enlightenment. But at each stage of this process,
the idea precedes its naming, albeit its discriminability results from a previous
act of naming.

Condillac also gave emotional expression an important role in the genesis
of language. His view was that the first instituted signs were framed from
natural ones. But natural signs were just the in-built expressions of our emo-
tional states, animal cries of joy or fear. That language originated from the
expressive cry became the consensus in the learned world of the eighteenth
century. But the conception of expression here was quite inert. What the expres-
sion conveyed was thought to exist independently of its utterance. Cries made
fear or joy evident to others, but they didn’t help constitute these feelings
themselves.

Herder develops a quite different notion of expression. This is in the logic
of a constitutive theory, as I have just described it. This tells us that language
constitutes the semantic dimension, that is, that possessing language enables
us to relate to things in new ways, e.g. as loci of features, and to have new
emotions, goals, relationships, as well as being responsive to issues of strong
value. We might say: language transforms our world, using this last word in
a clearly Heidegger-derived sense. That is, we are talking not of the cosmos
out there, which preceded us and is indifferent to us, but of the world of our
involvements, including all the things they incorporate in their meaning for us.
“Meaning” is being used in the phenomenologically derived sense introduced

12 Essay 3.2.2.
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above. Something has meaning for us in this sense when it has a certain
significance or relevance in our lives. So much is standard English. The neol-
ogism will consist in using this as a count noun, so that we can speak of the
different ways that things are significant as different “meanings,” or speak of a
new form of significance as “a new meaning.”'?

Then we can rephrase the constitutive view by saying thatlanguage introduces
new meanings in our world: the things which surround us become potential
bearers of properties; they can have new emotional significance for us, e.g. as
objects of admiration or indignation; our links with others can count for us in
new ways, as “lovers,” “spouses,” or “fellow citizens”’; and they can have strong
value.

But then this involves attributing a creative role to expression. Bringing things
to speech can’t mean just making externally available what is already there.
There are many banal speech acts where this seems to be all that is involved.
But language as a whole must involve more than this, because it is also opening
possibilities for us which wouldn’t be there in its absence.

The constitutive theory turns our attention toward the creative dimension of
expression, in which, to speak paradoxically, it makes possible its own content.
We can actually see this in familiar, everyday realities, but it tends to be screened
out from the enframing perspective, and it took the development of constitutive
theories to bring it to light.

A good example is the “body language” of personal style. We see the leather-
jacketed motorbike-rider step away from his machine and swagger towards us
with an exaggeratedly leisurely pace. This person is “saying something” in his
way of moving, acting, speaking. He may have no words for it, though we might
want to apply the hispanic word “macho” as at least a partial description. Here
is an elaborate way of being in the world, of feeling and desiring and reacting,
which involves great sensitivity to certain things (like slights to one’s honour:
we are now the object of his attention, because we unwittingly cut him off at
the last intersection), and cultivated but supposedly spontaneous insensitivity
to others (like the feelings of dudes and females), which involves certain prized
pleasures (riding around at high speed with the gang) and others which are
despised (listening to sentimental songs); and this way of being is coded as
strongly valuable; that is, being this way is admired, and failing to be earns
contempt.

But how coded? Not, presumably in descriptive terms, or at least not ade-
quately. The person may not have a term like “macho” which articulates the

13 Okrent, Heidegger’s pragmatism, uses the happy expression “meaning-subscript-h” to carry
this sense, contrasting it with “meaning-subscript-i” to carry the familiar sense where we want
to talk about the meaning of a word. This is an excellent way to avoid confusion. But I don’t
know how to manipulate subscripts on this computer, and so I'm going to take a chance, a
well-warranted risk considering the phenomenologically sophisticated audience I'm writing
for here. I hope the context will always make clear which sense I mean.
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value involved. What terms he does have may be woefully inadequate to capture
what is specific to this way of being; the epithets of praise or opprobrium may
only be revelatory in the whole context of this style of action; by themselves
they may be too general. Knowing that X is “one of the boys” and Y is a “dude”
may tell us little. The crucial coding is in the body expressive language.

The bike-rider’s world incorporates the strong value of this way of being.
Let’s call it (somewhat inadequately, but we need a word) “machismo.” But
how does this meaning exist for him? Only through the expressive gesture and
stance. It’s not just that an outside observer would have no call to attribute
machismo to him without this behaviour. It is more radically that a strong value
like this can only exist for him articulated in some form. It is this expressive
style that enables machismo to exist for him, and more widely this domain of
expressive body language is the locus of a whole host of different value-coded
ways of being for humans in general. The expression makes possible its content;
the language opens us out to the domain of meaning it encodes. Expression is
no longer simply inert.

But when we turn back from this rather obvious case to the original descrip-
tion case, which was central to HLC theories, we see it in a new light. Here too
expression must be seen as creative, language opens us to the domain it encodes.
What descriptive speech encodes is our attribution of properties to things. But
possessing this descriptive language is the condition of our being sensitive to
the issues of intrinsic rightness which must be guiding us if we are really to
be attributing properties, as we saw above. So seeing expression as creative
generates Herder’s constitutive theory as applied to descriptive language.

This illustrates the inner connections, both historical and logical, between
the constitutive theory and a strong view of expression. Either the espousal
of the first can lead one to look for places where expression obviously opens
us to its own content, which we will find in this domain of body language,
and with emotional expression generally. Or else, the sense that expression is
creative, which will likely strike us if we are attending closely to the life of
the emotions, will lead us to revise our understanding of the much-discussed
case of description. In the case of Herder, the connections probably go in both
directions, but if anything the second is more important than the first. The
major proponents of the HLC were all rationalists in some sense; one of their
central goals was to establish reason on a sound basis, and their scrutiny of
language had largely this end in view. The proto-Romantic move to dethrone
reason, and to locate the specifically human capacities in feeling, naturally
led to a richer concept of expression than was allowed for in Condillac’s
natural cries, which were quite inert modes of utterance. From the stand-
point of this richer notion, even the landscape of descriptive speech begins
to look very different. But whatever the direction of travel, a road links the
constitutive insight with the strong view of expression, so that the alternative
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to the enframing theory might with equal justice be called the constitutive-
expressive.'*

Being constitutive means that language makes possible its own content, in a
sense, or opens us to the domain it encodes. The two cases we have just looked at:
bodily expression and ordinary description, seem to involve somewhat different
forms of this. In the latter case, language gives us access in a new way to a range
of pre-existing things. We identify them as what they are; they show up for
us as loci of features. In the machismo case, we feel more tempted to say that
something new comes into existence through expression, viz., this way of being
which our bike rider values. Prior to the coinage of this range of expression,
this life ideal didn’t exist.

The parallel between the two cases is that in both language makes possible
new meanings. In the descriptive case, the new meaning is just things showing
up as something. This also involves a new way of being in the world for us.
Reciprocally, the bodily gesture case involves more than a new way of being;
machismo also makes pre-existing things show up in new ways, e.g. we show
up as dudes. So each involves, as it were, two dimensions: (1) a new manner
of disclosure of what in a sense already exists (that is, identity propositions
hold between items under previously available descriptions and items described
in newly accessible ways), and (2) a new manner of being, or a new human
possibility. We might call these two dimensions respectively, the accessive (1)
and the existential (2).

The difference between the two kinds of case lies in the balance of sig-
nificance. Some new uses of language (e.g. a more rigorous scientific dis-
course) seem mainly significant because of their accessive dimension; others,
like our bodily expression case above, seem important because of their existen-
tial innovations.

But it is not true, of course, that descriptive language invariably fits in the
first category, while expressive gesture makes up the second. Many uses of
descriptive language have primordially existential import.

This is already true of words identifying things of strong value, e.g. the terms
“macho” and “dude” in the above example. Insofar as the bike-rider isn’t totally
inarticulate (and how could he be, being human?), terms like this will also, along
with body language, help existentially constitute his way of being. But this is
also true of the language of social positions and relations. Distinctions like
friends/lovers, or king/president/leader, define a space of possibilities within a
given culture. This space is not the same from culture to culture, which is why
translation is often hazardous (Greek “philia” is only approximately rendered

14 Charles Guignon has used the term “expressive” for this view on language, in specific application
to Heidegger. See his Heidegger and the problem of knowledge, Hackett 1983. It follows from the
above that this is just as legitimate a term as “constitutive,” or the double-barreled combination.
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by English “friendship”). These terms have helped constitute the existential
possibilities for a given society.

Then there are the languages of the self. I have tried to show'®> how the
language of inwardness, for instance, and the peculiar form of moral topography
it lays out, is connected in the modern West with certain moral ideals and
certain notions of identity. But such locations as “inner depths” wouldn’t be
immediately comprehensible to people in some other cultures. Language is
helping to shape us here.

This can be made sense of in the light of the earlier account of descriptive
language. It allows us to locate features, as I put it. New descriptive languages
lay out new topographies, a new disposition of places. But humans as self-
interpreting animals are partly constituted by their own self-descriptions. And
so a new topography of the self cannot but have existential import.

So language is existentially constitutive in more than its expressive modes.
But these are essential, as we shall see more clearly below, and that is what
Herder picked up on. Now seeing the importance of expression does more than
give us a new perspective on description. It also makes us place it in a context.
Acts of description are speech acts, and our speech acts exist in an expressive
dimension. I am not alluding here to the sense in which we can say that a
speech act of description encodes or expresses the corresponding propositional
thought. Rather I am thinking of a mode continuous with the body language
invoked above: the way in which we present, enact, and thus make possible
our way of being in the world and to others. Our way of speaking enacts a
certain stance towards our interlocutor and the matter under view. Perhaps I am
warm and open, inviting you to greater intimacy, perhaps I am cold and distant,
warning you to keep your distance, or perhaps I am brusque and businesslike,
implying that there is no question of any alteration in the footing we’re on with
each other. Again, I may be projecting excitement and interest in the matter, or
bored indifference, or else my matter-of-fact manner circumscribes neatly its
potential range of importance for either of us.

The media in which all this is encoded go beyond body language; as indeed,
they did with the case of the bike-rider, but we down-played this aspect because
we portrayed him (perhaps unjustly) as being rather inarticulate. But in the
whole range of human interaction, these ways of being are carried as well in the
language we use, the rhetorical style we permit ourselves, the modes of address
we adopt, as well as in the language of the body stricto sensu. There is alanguage
of strict factual report, related to and integrated into the various languages of
science, which strives to cut out all “rhetoric,” and in written form seems to
strive to minimize its situation in any particular web of interlocutors. But this
effect is only achieved by adopting its own style, a vocabulary “bleached” of

15 See Sources of the self, Harvard University Press, 1989.



An issue about language 31

emotional meanings, and a severely impersonal mode of expression. It is of the
nature of human speech that something must always be coming through on the
level of expression, if it be only a studied impassivity.

What is dawning on us here is one of those context doctrines which have
been much invoked in modern post-phenomenology (to coin an expression
for Heidegger and those he’s influenced). These are doctrines to the effect
that X can only take place in the context of Y. Heidegger gives us an epoch-
making one, where X is the contemplative grasp of things as vorhanden and
Y is our being in the world as engaged agents, dealing with the zuhanden.
The contemplative grasp is a “deficient mode,” in the sense that it requires a
certain retreat relative to our normal engaged stance. But what I am focusing
on here is the facet of Heidegger’s view whereby we can be said to be always
engaged in some project in the world. When we set ourselves to describe things
“disinterestedly,” then this becomes our project. Being in the world always
involves engagement at some level, even if the nature of the exercise requires a
suspension of engagement at the level we normally inhabit.

Now this might be thought to be a terrible move, similar to the invalid turns
frequently taken by metaphysicians or theists against anti-metaphysicians or
atheists: declaring the anti-doctrine to be a kind of metaphysics, or atheism to
be a proposition in theology. But these moves are only empty if carried out on
their own. There can be a surrounding argument which shows them to be valid.
I won’t bother to rescue theism and metaphysics here (though I’'m not sure they
can’t be). But in the case of Heidegger, the surrounding argument is the whole
existential analytic. We are “zundchst und zumeist” engaged with the world
in the ordinary sense, dealing with things in function of our purposes. This is
how we begin, and how we are most of the time, and more important, how
we are in the absence of a project of being otherwise. The contemplative is a
stance you only reach by setting yourself to it. That is what makes engagement
fundamental and always enframing. The context doctrine is based here on more
than an arbitrary reclassification.

Now a somewhat similar context thesis holds where X is describing and Y is
the expressive self-projection by means of body language and rhetoric. Like the
vorhanden/zuhanden case, we are often engaged in the latter, even when not in
the former; but the reverse is not the case: to be engaged in describing, or a speech
act of any kind, is to be projecting. Impassivity is itself a form of projective
expression. And this claim amounts to more than an arbitrary reclassification,
because describing is something we do, and we project ourselves through what
we do.

The expressive-constitutive outlook is leading us rather far afield from the old
enframing doctrine. It is leading us to reconceive the scope of the phenomenon
which needs explanation. The HLC tended to draw a circle around descriptive
uses of language, and make these its explanandum. Of course, it also recognized
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other uses, what would later be called the “emotive” ones;'® Hobbes ominously
allowed that words could also be used to wound.'” But these were parallel
functions, they didn’t need to be taken into account in explaining the mainline
descriptive use.

But the message of the context thesis is that description can’t be understood
outside the context of the whole speech act, which incorporates an inescapable
expressive-projective dimension. That’s because description, or grasping things
as bearers of properties, requires language, that is, (some degree of) formulation
of this description in language. And formulating in language is inseparable from
expression.

Put differently, the intellectual grasp of things involved in describing, i.e. the
attribution of properties to things, cannot be attained outside of the activities
of language use. These are sometimes covert, as when we think silently to
ourselves. But they are often also overt. And this latter is more fundamental. A
context doctrine holds here as well. We learn to speak aloud, in conversations or
overt play, before we learn to speak to ourselves. A form of life in which there
was overt speech without the silent variety is conceivable, but not the reverse.
Covert speech builds on the capacities acquired in overt conversation.

So the attribution of properties arises only within the activities of speech, in
the strong, overt sense. We have to understand it in this context, and can’t take for
granted that ignoring the context may not lead us to crippling misconceptions. In
Humboldt’s famous words, we have to think of language primarily as energeia,
not just as ergon.'®

But first, we should look a bit more at the activity. It has an inescapable
expressive-projective dimension; that’s what I've just been urging. But it has
another feature as well. It is conversation. The first, and inescapable locus of
language is in exchange between interlocutors. Language involves certain kinds
of links with others. In particular, it involves the link of being a conversational
partner with somebody; let’s call this an “interlocutor.” Standing to someone
as an interlocutor is fundamentally different from standing to him/her as an
object of observation, or manipulative interaction. Language marks this most
fundamental distinction in the difference of persons. I address someone as
“you”, speak of them as “him” or “her.”

What this corresponds to is the way in which we create a common space
by opening a conversation. A conversation has the status of a common action.
When I open up about the weather to you over the back fence, what this does

16 See C. K. Ogden and I. A. Richards, The meaning of meaning, New York: Harcourt 1923. This
is a classical example of the old enframing doctrine still marching on in the twentieth century,
in blissful ignorance of the constitutive critique. This is what gives this work its rather quaint

air.

17" Leviathan, chapter 4, p. 19.

18 Wilhelm von Humboldt, On language, translated by Peter Heath, Cambridge University Press
1988, p. 49.
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is make the weather an object for us. It is no longer just for you, and for me,
with perhaps the addition that I know it’s for you and you know it’s for me.
Conversation transposes it into an object which we are considering together.
The considering is common, in that the background understanding established
is that the agency which is doing the considering is us together, rather than each
of us on our own managing to dovetail his/her action with the other. I have
discussed this phenomenon of common space in Theories of Meaning."”

An important issue for any theory of language is: what difference it makes, if
any, for our understanding of descriptive speech that it is inescapably embedded
in an activity which has at least the two other features I have mentioned here,
that it has an expressive dimension, and that it is primarily the activity of
interlocutors.”’ T would want to argue that it makes a huge difference. Not
acknowledging this has been fatal to a number of contemporary theories, I
believe.

But for the moment, let me just say that expressive-constitutive theories
have generally thought that it did make a difference, and some of the reasons
they did derive naturally from the considerations we’ve been examining. These
theories, as we saw, recognize the creative role of expression. They recognize
that expression can open us to the range of meanings it articulates. This is
especially palpable in relation to what I have been calling projective expression,
the presentation of our stance to others and to things through body language,
style and rhetoric. But implicit in this is the recognition that the constitutive
forms of expression, those which open us to a new range of meanings, go beyond
descriptive language, and even beyond speech of any form, to such things as
gesture and stance.

This suggests that the phenomenon which needs to be carved out for expla-
nation is the whole range of expressive-constitutive forms, that we are unlikely
to understand descriptive language unless we can place it in a broader theory
of such forms, which must hence be our prior target. This view is strengthened
when we reflect how closely connected the different forms are. Our projections
are carried at once in linguistic (speech style and rhetoric) and in extra-linguistic
(gesture, stance) form. And we saw that description is always embedded in acts
which also projectively express. The idea that these could be treated as a single
range was already pre-delineated in the definition I gave earlier of the seman-
tic dimension. For even the projections of body language fit within its scope,
as having their own kind of intrinsic rightness. The swagger of our bike-rider
is right in relation to the way of being he values, in a way which cannot be
accounted for in terms of a simple task.

19 Human agency and language, Cambridge 1985.

20 Of course, there is also monological speech. This is largely extensionally equivalent with covert
speech. But a similar context doctrine obviously holds here. We converse before we soliloquize;
we could only converse without soliloquizing, but not the reverse. We need to converse to acquire
the capacity to soliloquize.



34 Charles Taylor

So constitutive theories go for the full range of expressive forms (what
Cassirer called the “symbolic forms™).”! And within these falls another sub-
range not mentioned so far, the work of art, something which is neither expres-
sive projection nor description. In a sense, the work of art played an even more
important role in the development of expressivism than what I have been call-
ing projection. We can see this in the conception of the symbol, as opposed to
the allegory, which played an important role in the aesthetic of the Romantic
period, and indeed, since. As described, for instance, by Goethe, the symbol
was a paradigm of what I have been calling constitutive expression.

A work of art which was “allegorical” presented us with some insight or truth
which we could also have access to more directly. An allegory of virtue and
vice as two animals, say, will tell us something which could also be formulated
in propositions about virtue and vice. By contrast a work of art had the value of
a symbol when it manifested something which could not be thus “translated.”
It opens access to meanings which cannot be made available any other way.
Each truly great work is in this way sui generis. It is untranslatable.

This notion, which has its roots in Kant’s Third Critique, was immensely
influential. It was taken up by Schopenhauer and all those he influenced, in
their understanding of the work of art as manifesting what can’t be said in
assertions in ordinary speech. And its importance for Heidegger in his own
variant needs no stressing.

The work of art as symbol was perhaps the paradigm on which the early con-
stitutive theories of language were built. In its very definition, there is an asser-
tion of the plurality of expressive forms, in the notion that it is untranslatable
into prose. From this standpoint, the human expressive-constitutive power — or
alternatively, the semantic dimension — has to be seen as a complex and many-
layered thing, in which the higher modes are embedded in the lower ones.

Outside of the attribution of properties, I mentioned above three other ranges
of meanings which are opened to us by language: the properly human emotions,
certain relations, and strong value. But each of these is carried on the three
levels of expressive form that crystallized out of the above discussion: the pro-
jective, the symbolic (in works of art), and the descriptive. We express our emo-
tions, and establish our relations, and body forth our values, in our body langu-
age, style, and rhetoric; but we can also articulate all of these in poetry, novels,
dance, music; and we can also bring all of them to descriptive articulation, where
we name the feelings, relations, values, and describe and argue about them.

We could think of these three levels as ranked in this way: each successive
articulation allows us to take a freer stance to, and hence get a clearer artic-
ulation of the meanings involved. What we live unreflectingly on the level of
projection, can be set out before us as something we can enjoy and contemplate
in a work of art, and then made an object of description and possible analysis

21 Ernst Cassirer, The philosophy of symbolic forms, Yale University Press 1953.
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in prose. Of course, this ranking can also be reversed. It is possible to hold
that certain meanings cannot be adequately captured at a freer, more analyti-
cal level. This has certainly been claimed against prose analysis on behalf of
articulation in “symbol,” as the above discussion intimated. But whatever our
views of their potential scope, these three levels offer different kinds of articu-
lation, progressively favouring a free stance to and clarity about the meanings
concerned.

This multi-layered picture of the semantic dimension underlines afresh how
our descriptions stand in a field of other articulations. Our macho bike-rider
above doesn’t have a word for what he values. He lives it in projecting it, and he
relates to a certain kind of hard rock that presents it in “symbol”; but he hasn’t
yet tried to describe it, say what’s good about it, and he is in no position to argue
for it against critics. We think of him as maximally unreflecting, and yet he lives
in a world of articulated meaning. Provided we take the word “language” in
a broad sense, englobing all expressive forms, his world is as linguistically
constituted as that of the philosopher. That is just to say that he lives in a human
world. In its most unreflecting, just-lived-in, underdescribed, zuhanden form,
this world is full of linguistic mediation, even taking “language” in a narrow
sense. Descriptive language doesn’t erupt in a world of pure animal purposes.
This is important to bear in mind, both to understand the pre-objective world,
and to grasp the conditions in which descriptive language operates.

Some of the issues which have arisen among linguistic anthropologists, and
have been raised elsewhere in this volume, appear in a different light if we
approach them with a constitutive theory of language. I’d like in conclusion to
comment here briefly on one such issue, that around the Sapir—Whorf hypothesis
about language—conceptual differences. The basic idea has been described as
the thesis

that the semantic structures of different languages might be fundamentally incommen-
surable, with consequences for the way in which speakers of specific languages might
think and act. On this view, language, thought, and culture are deeply interlocked, so that
each language might be claimed to have associated with it a distinctive world-view.”

From a constitutive perspective, this hypothesis seems eminently plausible,
but also one which will have greater force in certain domains of language than
others. Itis therefore surprising to see not only that a great deal of effort has been
expended in trying to refute it, but also that some of this has concentrated on the
case of color concepts.”” The case made in much of this research is that even
though there may be differences in color vocabularies, the color distinctions

22 John J. Gumperz and Stephen C. Levinson (eds.), Rethinking linguistic relativity, Cambridge
University Press 1996, p. 2; quoted in Penelope Brown, “Cognitive anthropology,” this volume.

23 See the discussion reported, and carried forward, in Paul Kay, “Methodological issues in cross-
language color naming,” this volume.
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accessible to the speakers of these different languages seem to be more or less
the same. Asked if they can discriminate, people seem to be responding to
the same perceptual categories, even if the terms in current use seem rather
divergent.

I am of course no expert on color perception (to put it mildly), but it seems
to me entirely plausible that there should be some (perhaps physiologically
grounded) constants in this area. This is not where a constitutive theorist would
most readily expect to find incommensurabilities of language and thought. To
conclude that constants discovered in this area refute or even seriously damage
the Sapir—Whorf view seems odd to say the least.

Where then should one look for such differences? At one level, it falls out
from the discussion in the previous section, that one should in no wise simply
confine oneself to examining descriptive categories; that the expressive-
constitutive force of language is also evident in the setting up and maintenance
of conversations, of different rapports between interlocutors, and of different
stances of these to their world. These may be encoded in such things as pro-
nouns, deictics and tenses.*

But I shall leave this direction of thinking aside here, and concentrate after all
on semantic categories. The obvious place to look among these for some backing
for the Sapir—Whorf view is not among the everyday perceptual things which
surround us in nature (what J. L. Austin called “middle-sized dry goods™), but
rather in the human meanings which are constituted in language; in the terms
I use above, our primary search should be not in the “accessive” but in the
“existential” dimension. Because such things as emotions, virtues, and social
positions and relations (the gamut of possible “footings” we can be on with each
other) are constituted in language, because these peculiarly human meanings
are impossible without language (whereas animals can discriminate colors), it
would not be at all surprising to find that different languages constitute different
such meanings, indeed, incommensurable ones.

And this is in fact what we find. If we follow Thomas Kuhn in defining
“incommensurable” as “untranslatable,” then the existence of such differences
is an obvious fact of our world. I mentioned above such examples as the (ancient)
Greek word “philia,” which only roughly translates “friendship,” but cases
abound if we just remain on this cultural boundary: e.g. Aristotle’s “magnan-
imous man” (“megaloprepés”), exhibiting a key virtue, seems odd and partly
repellent to us.”” The Greek concept “isonomia” has to be elaborately explained
to today’s students, and even then is hard to grasp.*°

24 The original impetus here comes from Wilhelm von Humboldt; but fresh and seminal new work
has been done in our day by Emile Benveniste and Michael Silverstein,

25 Nicomachean ethics, Book 1v, 1122a18 and ff.

26 1 have discussed this in “Theories of meaning”, in Human agency and language, Cambridge
University Press 1985, pp. 248-292.
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The reason why this is bound to be so is evident. Human beings in different
societies constitute different ways of life. They recognize different emotions,
different virtues, build different institutions, practices, and footings. Moreover,
the ways of life, while never the harmonious, organic totalities often described
in Romantic theory, while often racked by deep conflicts, have necessarily a
high degree of internal consonance. A given emotion, a given virtue, a certain
prized act, a certain kind of footing, may only make sense within the insti-
tutions and practices of that society, and in relation to its favoured ends. The
meaning of words we might translate “equality’” among the ancient Greeks (like
the above “isonomia”) has to be understood in the context of (male, warrior)
citizenship in a Greek polis, of those political practices, and the ends sought in
participation (like honour and glory). If we think of “equality” in its modern,
post-Enlightenment, universalist, socially disesmbedded meaning, the ancients
look inconsistent, even “hypocritical” to us.

That is why good ethnographic or historiographical work, intending to
explain to us a society distant in time, space or culture, is faced with a familiar
dilemma. It will either opt to translate key terms in the target vocabulary with
familiar English words, as the great Victorian translators of Greek philosophy
did when they rendered “phronésis” as “prudence,” and “fechnai” as “arts.”
But then one has to work really hard to explain that the ordinary English mean-
ings are wildly off base, and keep the reader/student from sliding back into
an assurance that he/she unproblematically understands. Or (as ethnographers
often do), we keep key words in the original language; and then work terri-
bly hard to supply some kind of context in which the reader/student can make
(not too distortive) sense of them. So we say of Japanese samurai that they
commit “seppuku,” of Polynesians that they see certain acts as “tabu,” of ksha-
triyas that they recognize a certain “dharma,” of a certain force called “mana,”
and so on.

What this reflects is the basic untranslatability/incommensurability of these
terms. I mean, of course, that they are untranslatable in the English of the
time of their introduction. Languages are not static; they evolve, neologize,
accept loan words. At a later phase, the originally alien can become natural-
ized. This has happened, for instance, with the word “fabu.” But if the cultural
distance is sufficiently great, this may just represent a further stage of a long-
standing, lamentable cultural misunderstanding. We are assured by experts that
the present current uses of “¢fabu” in European languages are seriously divergent
from the original Polynesian expression. And how could it be otherwise? How
could we ethnographically uneducated ordinary speakers of English or French
ever grasp enough of that original context to feel the force of the original
term?

But the evolution of living languages gives us fresh examples of incommen-
surability. New generations arise, with new practices, new ideals, new admired
ways of being. Their parents even may find it hard to see what they’re going
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on about; grandparents are often completely baffled. If one imagines going
back farther, one can see that the communication would be almost impossible.
Imagine explaining the contemporary word “cool” to Queen Victoria.

These kinds of Sapir—Whorf incommensurabilities are the very stuff of life
in multicultural, “globalizing” societies. Make the following thought experi-
ment. Some important issue of public policy hangs on your having an adequate
understanding of a society with a very different culture and language. Would
you be willing to take advice from people none of whom knew the language,
and hence understood no more of what the people were saying than they could
smoothly (i.e. without elaborate, context-providing explanations) translate into
English? If you answer this question in the affirmative, I can only fervently
hope that you are never asked to consult at the White House or the Pentagon,
where the perception of the world’s incommensurabilities is all too uncertain
and intermittent.

In this dimension that I have dubbed “existential,” where human meanings
are constituted in language in the broad sense, englobing the whole range of
“symbolic forms,” some formulation of the Sapir—Whorf thesis approaches the
status of truism. To seek to refute the thesis with evidence from constancy of
color perception is to misunderstand its crucial thrust, and its relevance for our
lives, both as social scientists and as citizens of today’s world.

In closing I would like to touch on another area of constituted human meanings,
which is raised in Elizabeth Povinelli’s brilliant chapter in this volume,”’ that
of the constitution of the self. Povinelli shows that the differences here go
very deep, right down to the issue of how and where the self is bounded.
We in the modern, secular, disenchanted West share a background “obvious”
commonsense understanding of the self as bounded or buffered. We are so
anchored in this understanding, that we find it hard to see that there are other
terms in which people can live the human condition. But this makes it hard for
us to understand even our own ancestors, in the former “enchanted” world, the
world of spirits, demons, moral forces which our predecessors acknowledged.
The process of disenchantment is the disappearance of this world, and the
substitution of what we live today: a world in which the only locus of thoughts,
feelings, spiritual élan is what we call minds; the only minds in the cosmos are
those of humans (grosso modo, with apologies to possible Martians or extra-
terrestrials); and minds are bounded, so that these thoughts, feelings, and so on,
are situated “within” them.

This space within is constituted by the possibility of introspective self-
awareness. This doesn’t mean that everything within is capable of being brought
to this awareness. The possibility remains that some things “in the mind”

27 “Intimate grammars: anthropological and psychoanalytical accounts of language, gender, and
desire.”
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are so deep, and perhaps hidden (repressed), that we can never bring them
to consciousness. But these belong to this inner space, because they lie beyond
and help shape the things we can grasp introspectively; as the things just beyond
the horizon we see have their place in the world of the visible, even though we
may never be able to go there to witness them. The “inward” in this sense is
constituted by what I have called “radical reflexivity”.”®

What I am trying to describe here is not a theory. Rather my target is our
contemporary lived understanding; that is, the way we naively take things to
be. We might say: the construal we just live in, without ever being aware of
it as a construal, or — for most of us — without ever even formulating it. This
means that I am not taking on board the various philosophical theories which
have been offered to explain and articulate the “mind” and its relation to the
“body.” I am not attributing to our lived understanding some kind of Cartesian
dualism, or its monist materialist rivals, identity theory, or whatever; or even
a more sophisticated and adequate theory of embodied agency. I am trying to
capture the level of understanding prior to philosophical puzzlement. And while
this modern understanding of the mind certainly opens itself to Cartesian type
theories in a way that the earlier “enchanted” understanding does not, it isn’t
itself such a theory. Put another way, the modern idea of mind makes something
like the “mind-body problem” conceivable, indeed, in a way inescapable, where
on the earlier understanding it didn’t really make sense. But by itself it doesn’t
offer an answer to that problem.

I started off explicating this understanding with the notion of mind. Thoughts,
etc., occur in minds; minds are (grosso modo) only human; and they are
bounded: they are inward spaces.

Let’s start from the first principle. What am I gesturing at with the expression
“thoughts,” etc.? I mean, of course, the perceptions we have, as well as the
beliefs or propositions which we hold or entertain about the world and ourselves.
But I also mean our responses, the significance, importance, meaning, we find
in things. I want to use for these the generic term “meaning” I introduced above,
even though there is in principle a danger of confusion with linguistic meaning.
I’m using it in the sense in which we talk about “the meaning of life,” or of a
relationship as having great “meaning” for us.

Now the crucial difference between the mind-centred view and the enchanted
world emerges when we look at meanings in this sense. On the former view,
meanings are “in the mind,” in the sense that things only have the meaning
they do in that they awaken a certain response in us, and this has to do with
our nature as creatures who are thus capable of such responses, which means
creatures with feelings, with desires, aversions, that is, beings endowed with
minds, in the broadest sense.”’

28 See Sources of the Self, ch. 7.
29 1 must stress again that this is a way of understanding things which is prior to explication
in different philosophical theories, materialist, idealist, monist, dualist. We can take a strict
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But in the enchanted world, meanings are not in the mind in this sense,
certainly not in the human mind. If we look at the lives of ordinary people — and
even to a large degree of élites — five hundred years ago, we can see in a myriad
ways how this was so. First, they lived in a world of spirits, both good and bad.
The bad ones include Satan, of course, but beside him, the world was full of
a host of demons, threatening from all sides: demons and spirits of the forest,
and wilderness, but also those which can threaten us in our everyday lives.

Spirit agents were also numerous on the good side. Not just God, but also
his saints, to whom one prayed, and whose shrines one visited in certain cases,
in hopes of a cure, or in thanks for a cure already prayed for and granted, or for
rescue from extreme danger, for instance, at sea.

These extra-human agencies are perhaps not so strange to us. They violate
the second point of the modern outlook I mentioned above, viz., that (as we
ordinarily tend to believe) the only minds in the cosmos are humans; but they
nevertheless seem to offer a picture of minds, somewhat like ours, in which
meanings, in the form of benevolent or malevolent intent can reside.

But seeing things this way understates the strangeness of the enchanted world.
Thus precisely in this cult of the saints, we can see how the forces here were not
all agents, subjectivities, who could decide to confer a favor. But power also
resided in things. For the curative action of saints was often linked to centers
where their relics resided; either some piece of their body (supposedly), or some
object which had been connected with them in life, like (in the case of Christ)
pieces of the true cross, or the sweat-cloth which Saint Veronica had used to
wipe his face, and which was on display on certain occasions in Rome. And we
can add to this other objects which had been endowed with sacramental power,
like the Host, or candles which had been blessed at Candlemas, and the like.
These objects were loci of spiritual power; which is why they had to be treated
with care, and if abused could wreak terrible damage.

In fact, in the enchanted world, the line between personal agency and imper-
sonal force was not at all clearly drawn. We see this again in the case of relics.
The cures effected by them, or the curse laid on people who stole them or
otherwise mishandled them, were seen both as emanating from them, as loci
of power, and also as coming from the good will, or anger, of the saint they

materialist view, and hold that our responses are to be explained by the functions things have for
us as organisms, and further by the kinds of neurophysiological responses which their perception
triggers off. We are still explaining the meanings of things by our responses, and these responses
are “within” us, in the sense that they depend on the way we have been “programmed” or “wired
up” inside.

The materialist fantasy, that we could for all we know be brains in a vat, being manipulated
by some mad scientist, depends for its sense on this view that the material sufficient condition
for thoughts of all kinds is within the cranium. Hence convincing thoughts about a non-existent
world could be produced by generating the right brain states. The inside/outside geography,
and the boundary dividing them, which is crucial to the mind-outlook is reproduced in this
materialist explication of it.
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belonged to. Indeed, we can say that in this world, there is a whole gamut
of forces, ranging from (to take the evil side for a moment) super-agents like
Satan himself, forever plotting to encompass our damnation, down to minor
demons, like spirits of the wood, which are almost indistinguishable from the
loci they inhabit, and ending in magic potions which bring sickness or death.
This illustrates a point which I want to bring out here, and to which I will recur
shortly, that the enchanted world, in contrast to our universe of buffered selves
and “minds,” shows a perplexing absence of certain boundaries which seem to
us essential.

So in the pre-modern world, meanings are not only in minds, but can reside
in things, or in various kinds of extra-human but intra-cosmic subjects. We can
bring out the contrast with today in two dimensions, by looking at two kinds of
powers that these things/subjects possess.

The first is the power to impose a certain meaning on us. Now in a sense,
something like this happens today all the time, in the sense that certain responses
are involuntarily triggered in us by what happens in our world. Misfortunes
befall us, and we are sad; great events befall and we rejoice. But the way in
which things with power affected us in the enchanted world has no analogies
in our understanding today.

For us, things in the world, those which are neither human beings, nor expres-
sions of human beings, are “outside” of mind. They may in their own way
impinge on mind — really, in two possible ways:

(1) We may observe these things, and therefore change our view of the
world, or be stirred up in ways that we otherwise wouldn’t be. (2) Since we
are ourselves as bodies continuous with these external things, and in constant
exchange with them, and since our mental condition is responsive causally to
our bodily condition in a host of ways (something we are aware of without
espousing any particular theory of what exactly causes what), our strength —
moods, motivations, and so on — can be affected, and is continually being
affected by what happens outside.

But in all these cases, that these responses arise in us, that things take on
these meanings, is a function of how we as minds, or organisms secreting
minds, operate. By contrast, in the enchanted world, the meaning is already
there in the object/agent, it is there quite independently of us; it would be there
even if we didn’t exist. And this means that the object/agent can communicate
this meaning to us, impose it on us, in a third way, by bringing us as it were
into its field of force. It can in this way even impose quite alien meanings on us,
ones that we would not normally have, given our nature; as well as, in positive
cases, strengthening our endogenous good responses.

In other words, the world doesn’t just affect us by presenting us with certain
states of affairs, which we react to from out of our own nature, or by bringing
about some chemical-organic condition in us, which in virtue of the way we
operate produces, say, euphoria or depression. In all these cases, the meaning as
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it were only comes into existence as the world impinges on the mind/organism.
It is in this sense endogenous. But in the enchanted world, the meaning exists
already outside of us, prior to contact; it can take us over, we can fall into its
field of force. It comes on us from the outside.

So we can explicate the idea that meaning is in things partly in terms of this
power of exogenously inducing or imposing meaning. But in the enchanted
world, the meaning in things also includes another power. These “charged”
objects can affect not only us but other things in the world. They can effect
cures, save ships from wreck, end hail and lightning, and so on. They have
what we usually call “magic” powers. Blessed objects, such as relics of saints,
the Host, candles, are full of God-power, and can do some of the good things
which God’s power does, like heal diseases, and fight off disasters. Sources of
evil power correspondingly wreak malevolent ends, make us sick, weaken our
cattle, blight our crops, and the like.

Once again, to point up the contrast with our world, we can say that in
the enchanted world, charged things have a causal power which matches their
incorporated meaning. The High Renaissance theory of the correspondences,
which while more an elite than a popular belief, partakes of the same enchanted
logic, is full of such causal links mediated by meaning. Why does mercury
cure venereal disease? Because this is contracted in the market, and Hermes is
the God of markets (Hacking). This way of thinking is totally different from
our post-Galilean, mind-centred disenchantment. If thoughts and meanings are
only in minds, then there can be no “charged” objects, and the causal relations
between things cannot be in any way dependent on their meanings, which must
be projected on them from our minds. In other words, the physical world,
outside the mind, must proceed by causal laws which in no way turn on the
moral meanings things have for us.

Thus in the enchanted world, charged things can impose meanings, and bring
about physical outcomes proportionate to their meanings. Let me call these two
respectively influence and causal power.

I want now to try to bring out how in this world, certain boundaries which are
both familiar and crucial to us seem to fade. I have already spoken about the line
between subjects and things among these charged beings. But more centrally,
the clear boundary between mind and world which we mark was much hazier
in this earlier understanding.

This follows from the fact of influence. Once meanings are not exclusively
in the mind, once we can fall under the spell, enter the zone of power of
exogenous meaning, then we think of this meaning as including us, or perhaps
penetrating us. We are in as it were a kind of space defined by this influence.
The meaning can no longer be placed simply within; but nor can it be located
exclusively without. Rather it is in a kind of interspace which straddles what
for us is a clear boundary. Or the boundary is, in an image I want to use here,
porous.
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This porousness is most clearly in evidence in the fear of possession. Demons
can take us over. And indeed, five centuries ago, many of the more spectacular
manifestations of mental illness, what we would class as psychotic behaviour,
were laid at the door of possession, as in the New Testament times. One “cure”
on offer for this condition was to beat the patient; the idea being that by mak-
ing this site acutely uncomfortable for the demon, one would induce him to
leave.

But the fuzziness is even greater than that. Even the line between ordinary
cases of influence and full possession was not totally sharp. There is a gamut
of cases. People spoke of possession when our higher faculties and powers
seemed totally eclipsed; for instance, when people fell into delirium. But in a
sense, any evil influence involves some eclipse of the highest capacities in us.
Only in the case of good influence, for instance, when we are filled with grace,
do we become one with the agent/force through what is best and highest in
us. Demons may possess us, but God or the Holy Spirit enter us, or quicken
us from within. Whether for good or evil, influence does away with sharp
boundaries.

As a mode of experience, rather than as theory, this can be captured by
saying that we feel ourselves vulnerable or “healable” (this is meant to be
the favourable antonym to “vulnerable”) to benevolence or malevolence which
is more than human, which resides in the cosmos or even beyond it. This
sense of vulnerability is one of the principal features which have gone with
disenchantment. Any particular attribution of danger, e.g. to a witch, fits in that
world into a generalized sense of vulnerability which this attribution specifies.
This is what makes it credible. The enchanted world provides a framework
in which these attributions make sense and can be fully believable. They are
analogous in this way to an attribution of hostile intent to an armed person in
one of those zones of urban lawlessness which exist in our world.

Of course, talk of gods and spirits can be grasped on the analogy of human
amity/enmity. But this doesn’t capture the whole of the pre-modern world view,
as I pointed out above. This opens us to a universe which is much more alien
than this. Cosmic forces which breach the boundary and can act within are not
only personalized creatures like us. There is a whole gamut of them, which
progressively depart from the personal, until we need a quite different model;
that of cosmic realities which nevertheless incorporate certain meanings; and
hence can affect us, make us live these meanings in certain circumstances.

Now all this has very important consequences for the whole way we live our
experience. I’d like to try to spell out this crucial difference a bit more fully.

Let us take a well-known example of influence inhering in an inanimate
substance; again like the correspondences above, this is drawn from elite theory
rather than popular belief; but the principle is the same. Consider melancholy:
black bile is not the cause of melancholy, it embodies, it is melancholy. The
emotional life is porous here again; it doesn’t simply exist in an inner, mental
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space. Our vulnerability to the evil, the inwardly destructive, extends to more
than just spirits which are malevolent. It goes beyond them to things which have
no wills, but are nevertheless redolent with the evil meanings.

See the contrast. A modern is feeling depressed, melancholic. He is told: it’s
just your body chemistry, you’re hungry, or there is a hormone malfunction,
or whatever. Straightway, he feels relieved. He can take a distance from this
feeling, which is ipso facto declared not justified. Things don’t really have this
meaning; it just feels this way, which is the result of a causal action utterly
unrelated to the meanings of things. This step of disengagement depends on
our modern mind/body distinction, and the relegation of the physical to being
“just” a contingent cause of the psychic.

But a pre-modern may not be helped by learning that his mood comes from
black bile. Because this doesn’t permit a distancing. Black bile is melancholy.
Now he just knows that he’s in the grips of the real thing.

Here is the contrast between the modern, bounded self — I want to say
“buffered” self — and the “porous” self of the earlier enchanted world. What
difference does this make?

A very different existential condition. The last example about melancholy
and its causes illustrates this well. For the modern, buffered self, the possibility
exists of taking a distance from, disengaging from everything outside the mind.
My ultimate purposes are those which arise within me, the crucial meanings of
things are those defined in my responses to them. These purposes and meanings
may be vulnerable to manipulation in the two ways described above; but this can
in principle be met with a counter-manipulation: I avoid distressing or tempting
experiences, I don’t shoot up the wrong substances, etc.

This is not to say that the buffered understanding necessitates your taking
this stance. It is just that it allows it as a possibility, whereas the porous one
does not. By definition for the porous self, the source of its most powerful and
important emotions are outside the “mind”; or better put, the very notion that
there is a clear boundary, allowing us to define an inner base area, grounded in
which we can disengage from the rest, has no sense.

As a bounded self I can see the boundary as a buffer, such that the things
beyond don’t need to “get to me,” to use the contemporary expression. That’s
the sense to my use of the term “buffered” here. This self can see itself as
invulnerable, as master of the meanings of things for it.

These two descriptions get at, respectively, the two important facets of this
contrast. First, the porous self is vulnerable, to spirits, demons, cosmic forces.
And along with this go certain fears which can grip it in certain circum-
stances. The buffered self has been taken out of the world of this kind of fear:
for instance, the kind of thing vividly portrayed in some of the paintings of
Bosch.

True, something analogous can take its place. These images can also be seen
as coded manifestations of inner depths, repressed thoughts and feelings. But
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the point is that in this quite transformed understanding of self and world, we
define these as inner, and naturally, we deal with them very differently. And
indeed, an important part of the treatment is designed to make disengagement
possible.

Perhaps the clearest sign of the transformation in our world is that today many
people look back to the world of the porous self with nostalgia. As though the
creation of a thick emotional boundary between us and the cosmos were now
lived as a loss. The aim is to try to recover some measure of this lost feeling.
So people go to movies about the uncanny in order to experience a frisson. Our
peasant ancestors would have thought us insane. You can’t get a frisson from
what is really in fact terrifying you.

The second facet is that the buffered self can form the ambition of disengaging
from whatever is beyond the boundary, and of giving its own autonomous order
toits life. The absence of fear can be not just enjoyed, but seen as an opportunity
for self-control or self-direction.

And so the boundary between agents and forces is fuzzy in the enchanted
world; and the boundary between mind and world is porous, as we see in the way
that charged objects can influence us. Our modern way of being has rendered
this condition weird and inconceivable for many of us.

And this “us” seems to have included Spencer and Gillen, to recur to Elizabeth
Povinelli’s paper. The buffered self has desires, and it can and is encouraged to
classify them and understand them. One such classification is the sexual, which
is connected to certain kinds of acts. And so the fateful indexical of Spencer and
Gillen’s question: the “that” that they were trying to get their native informants
to give an account of. For the European observers, “that” seemed obviously to
be classifiable as a sexual act. To have got closer to the aboriginal (Aranda)
understanding of what was going on, they would have had to think outside the
buffered identity, and explore the possibilities of a porous body/self.

Spencer and Gillen lifted out sex from a field-of-ritual-action defined by the penetrative,
emissive, and encompassing actions necessary for the transsubstantiation of the initiate
body and to effect a radical attachment of this body to the social and totemic landscape.
[. . .] Aranda bodies were themselves the effects of spirits emerging from the ground at
known conception centres and would sink back into it at death sites. During a variety
of rituals Aranda men rubbed clay and sweat into human bodies and totemic sites. Men
opened their veins and spilled blood onto the ground forming a hard clay surface on
which totemic design would be painted through which totemic beings were induced to
come out of/be. [. . .] Burning, burying, soaking, singing, rubbing, sweating, smoking,
being born from a place and sinking back into it at death: during these ritual practices
Aranda came to share a corporeal substance with the landscape, the social and totemic
body. During initiation rites the collective and social body bore into the initiate’s body.
[. . .] Whose body? What body? Where? [. . .] You are not most intimately in your self,
the skin, the surface does not separate you from the world, but rather provides a sensuous
medium of contact with it. The bodily intensities laminated a ritual grammar, onto an
intimate grammar. [. . .]

(Povinelli 1993:37-38)
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Povinelli’s ethnography brings us to a particularly deep and even unsettling
incommensurability, which goes to the heart of what we tend to consider the
most bedrock, unchallengeable features of the human condition, that each one
of us is a bounded, buffered self —unless it be that we are prey to some shattering
pathology. We are brought up short by an utterly puzzling, and alien way of
being. We are incapable of understanding this, unless we find a way of letting
go —at least in imagination — of this bedrock, and following the language, ritual,
legends of the Aranda into the foreign world of human meanings which they
constitute.
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LINGUISTIC RELATIVITIES

JOHN LEAVITT

The principle of linguistic relativity, as put forward by linguists and anthro-
pologists in the 1920s and 1930s, holds that the characteristics of one’s lan-
guage can affect other aspects of life and must be taken into account. While
the implications of language specificities and differences have been argued for
hundreds of years, little of this history has been considered in recent discus-
sions. In the modern West, the overwhelming tendency has been either to deny
or affirm the importance of language differences depending on one’s philo-
sophical preference for universalistic explanatory models that seek causes or
pluralistic essentialist models that seek understanding. The linguistic relativ-
ity principle has usually been identified with the latter position; but I will be
arguing first that the work of Sapir, Whorf, and their mutual guru Franz Boas
represents an effort to rethink language difference in a more complex way, one
that is pluralist but not essentialist and that has yet to yield its full theoretical
effects; and second, that much of the more recent work on this question repro-
duces the very oppositions that the Boasians struggled to get beyond. This is
particularly evident in the switch in the 1950s from a principle of linguistic rela-
tivity to a “hypothesis of linguistic relativism” or “determinism”, often dubbed
the “Sapir—Whorf hypothesis” that language determines thought, a classically
essentialist position.

Universals, particulars, and relativity

Each of the six to ten thousand languages known (the number depends on
how you define language versus dialect) is distinct at every level: in sound,
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lexicon, word order, grammatical categories, discourse patterns, and the culture
of language. Language as a human faculty manifests itself in the form, and solely
in the form, of specific systems, distinct languages. One of the most striking
universals of language, then, is its diversity — not an unlimited diversity, but a
tremendous diversity nonetheless. This contrasts with the much more limited
physical variation of the species, which would, it has been proposed, lead a
visiting Martian to expect to find something like half a dozen languages on earth
(Steiner 1975: 50-51). Instead, there are thousands of them. It’s a scandal, and
has been felt to be one since the Tower of Babel.

What are the implications of this fact of linguistic diversity? Two opposed
answers have been given to this question over the last several hundred years. To
caricature, but only a little: for those who hold the universalist view that what is
important about human beings is what is generally human and can be explained
through natural-science-type laws, language differences are mere differences in
surface expression of a single human experience and/or set of thought patterns.
This has been the majority position in the West at least since Aristotle (On
Interpretation 16a), and it characterizes the natural sciences and those who
would like the human sciences to emulate them. On the other side has been
the view that human experience and creation are fundamentally plural, each
manifestation expressing an essence to be grasped and interpreted holistically,
not causally explained. In this view, language differences signal differences
among lived worlds: in any given case, language, culture, and thinking all
express the same unique essence (see Althusser 1968 [1970]: 190-191).

Both law-seeking universalism and essence-seeking pluralism continue to
be the evident choices in many disciplines (Leavitt 1991). The Boasians, while
often adopting pluralist-essentialist language to argue against the institution-
ally more powerful universalist position, did not, in fact, promote an inte-
gral essentialism: while defending the importance of language specificity, they
maintained that there was no necessary link between a people’s language, their
culture, and their cognitive processes. At the same time, they did hold that the
language you speak is more than a mere means of conveying thoughts and per-
ceptions that are everywhere the same; that the “cut” of the language itself has
implications for the user’s point of view on the world. The metaphor that Sapir
came to in the 1920s was that of Einstein’s principle of relativity: differences
in the position and state of movement of an observer imply differences in his
or her observations. Einstein himself proposed that an alternative name for his
theory might be Standpunktlehre, the theory of point of view (Balibar 1984:
119). Such a theory cannot be reduced to any essentialism, determinism, or
generalized relativism: it does not hold that there is no world outside our expe-
rience of the world, nor that there are no commonalities of human thought or
experience, nor that there is no way to move in thought among different states
or situations, and certainly not that “everything is relative,” but that a difference
in language, like one in position and velocity, implies a difference in point of
view that must be taken into account.
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Before Boas: a universe of laws or a multiverse of essences

The dominant philosophical view in the seventeenth and eighteenth centuries
was that thought is everywhere either a more or less faithful reproduction of
the reason that God had put in the human mind (Descartes and subsequent
rationalisms) or a more or less faithful reflection of relations the mind picked
up from the world (Bacon, Locke and subsequent empiricisms). Insofar as
languages differ, they pose a problem. The rationalist solution was to propose
a general grammar based on universal logic and to judge languages depending
on how closely they stuck to this logic. The empiricist solution, proposed by
John Locke (1632—1704), was to discipline language to correspond to the world
itself (Bauman and Briggs 2000: 144-165).

A positive valorization of plurality was foreshadowed by Gottfried Wilhelm
Leibniz (1648-1716), for whom language variety is “a wonderful thing for
an understanding of the marvelous variety of [the] operations” of the human
mind (cited in Trabant 2000: 37). This positive view of plurality took on impor-
tance in the late eighteenth century, primarily in Germany with the writings of
Johann Gottfried Herder (1744—1803), and reached its apogee in the Romantic
movement.

Herder

For Herder, each language, each people, expressed a Volksgeist, a national spirit;
the diversity of language, custom, belief was an unambiguous good (Bauman
and Briggs 2000: 166-194).

Every nation has its center of felicity in itself alone, as every sphere has its center of
gravity . . . Is not the good distributed throughout the whole world? Simply because no
one form of humanity and no one spot of earth could contain it all, it was divided into a
thousand forms . . . and yet a plan of striving forward is always visible — my great theme.

(cited in Hendel 1955: 39)

As “the plan of striving forward” suggests, Herder presumed that some lan-
guages and nations are superior to others; at the same time, even inferior ones
have something to offer.

Herder was a good essentialist in maintaining that the real nature of human
understanding is not to follow out a line of reasoning but to grasp wholes,
to seize the essence in its manifold expression. He shared this view with the
philosopher Immanuel Kant (1724-1804), but broke with Kant precisely on
the point of language difference. Kant held that while the human mind works
from incoming data, it does so starting from a number of innate intuitions —
on the order of space, time, causality — which serve as fundamental organizing
principles. Herder criticized Kant’s neglect of linguistic diversity and of the
role language plays in conceiving the world. “In answer to Kant’s positing of
space and time as innate ideas, Herder offers language as the teacher of these
ideas” (Penn 1972: 52).



50 John Leavitt

Romanticism

Instead of a single mechanical world and a single linear order of thought, the
Romantics supposed a multiplicity of worlds, each the expression of a distinct
essence, the development of a distinct kernel. This held for individual personal-
ities, great authors, historical periods, civilizations, landscapes. In the study of
language, among the most important Romantic figures are the brothers August
(1767-1845) and Friedrich (1772-1829) von Schlegel. Friedrich’s book On the
Language and Wisdom of the Indians (1808) championed two ideas that would
remain fundamental in later linguistics. The first is that Sanskrit, the ancient
language of India, is related historically to many languages of Europe, and more
generally that it is possible to discover historical relationships among languages
by comparing sounds and grammatical structures. This is the beginning of the
field of historical linguistics. But Schlegel goes on to treat this whole family
of languages, the family we now call Indo-European, as the exemplar of a sin-
gle type whose key element, whose essence or inner structure (innere Bau),
lies in the way it puts meaningful elements together to make words. This is
what is now called word morphology. In a development of this idea, Friedrich’s
brother August (1818) came to distinguish the inflectional morphology typical
of Indo-European languages from the isolating morphology of Chinese and the
agglutinating morphology of many Old World languages, including Turkish.
The whole presentation is the beginning of what is now called typological clas-
sification. The inflectional type is superior to the others because it is “organic,”
with words “growing” out of “roots,” while in an isolating language meaningful
elements simply bump up against each other, and in an agglutinating language
they are stuck together mechanically.

Through the nineteenth century, genetic and typological ways of analyzing
and classifying languages would diverge into two different schools. Historical
linguistics would concentrate on the genetic relationships among languages of
the Indo-European family, developing increasingly natural-science-style meth-
ods based on the establishment of laws, particularly of sound change. This
would be the dominant linguistics of the nineteenth and early twentieth cen-
turies (Tuite, this volume). At the same time, a minority linguistics, emerging
out of the work of Wilhelm von Humboldt (1767-1835), would seek to analyze
the greatest possible variety of language types in order to identify the specific
essence of each.

Humboldt

Humboldt was a diplomat, philosopher, and student of many tongues who
carried out descriptive analyses of languages as diverse as Basque, Sanskrit,
Chinese, and Old Javanese.! Humboldt represents the very type of the
glottophile. In a letter of 1803, he writes, “the sheer pleasure of entering with

! In citing Humboldt, I give the date of first publication or presentation of the text, followed by
the volume and page in the Gesammelte Schriften (noted GS).
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each new language into a new system of thinking and feeling bring[s] me
unending delight” (cited in Swiggers 1985: 729; my translation).

While Humboldt’s picture of language included an important universalist
component, in its broad lines it draws out the implications of Romantic essen-
tialism.” For Humboldt:

(a) Plurality and difference are inherently good.

we haven’t done much if we do not [ . . .] take account . . . of the many ways in which
the world reflects itself in different (verschiedenen) individuals.
(1795 [1903]; GS1.286-287; my translation)

“Individuals” indicates not only individual people, but individual nations, his-
torical periods, languages (Trabant 1989). This was, after all, the brother of
Alexander von Humboldt (1769-1859), the founder of geography as a descrip-
tive or cosmographic science, as opposed to a science seeking only universal
laws (Bunzl 1996). Wilhelm was, if you like, a cosmographer of languages, a
glottographer.

(b) One should therefore consider the largest possible number of maximally
different languages.

(c) Each language possesses a unique inner form and should be understood
as a system or a whole.

A language is a being (Wesen) determined everywhere by a single indwelling principle
that cannot be classified into any general category, any more than can a human being or
a human face.

(1829 [1907], GS6.356; my translation)

(d) Where is one to look for this indwelling principle? Humboldt, like the
Schlegels, finds a key in morphology. Within linguistics, Humboldt will be
remembered primarily as the great expositor of language typology. Yet Hum-
boldt’s goal was not classification in itself, but finding a way into the character
of each language; “This is the keystone of linguistic research” (1820 [1905],
GS4.13; my translation; cf. Trabant 1989).

(e) Each language operates on the basis of distinctive principles, and the
grammarian must grasp these to provide an adequate description (Trabant 1986:
173-175), necessitating the development of “a method . . . adapted to the real
genius of the language” (1825 [1906], GS5.238; my translation).

(f) Language is not only the means of expression of thought, but enters into
its very constitution.

Language is the formative organ of thought . . . Thought and language are . . . one and
inseparable from each other.
(1836 [1988]: 54; GS7.14)

2 Aarsleff (e.g. 1988) maintains that the Idéologues, rather than Herder or Romanticism, were the
primary source for Humboldt’s view of language. Yet Humboldt’s vocabulary and his basic ideas
largely overlap with those of Herder and the Romantics.
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The language-system stands between the subject and the world and orients
his or her construction of this world.

(g) The fact of linguistic difference thus means that each language implies
“a diversity of world views” (1820 [1905], GS4.27; my translation).

[E]very language draws about the people that possess it a circle whence it is possible
to exit only by stepping over at once into the circle of another one. To learn a foreign
language should therefore be to acquire a new standpoint (Standpunkt) in the world-view
(Weltansicht) hitherto possessed.

(1836 [1988]: 60; GS7.60)

(h) Literature and poetry are the most developed expression of a linguistic
essence (Trabant 2000: 33-34).

(1) Under normal circumstances, national character, language, race, world
view all fit together. A language is of a people, of their blood, their bodies, all
expressing the same essence. “One might wish to object” to this

that the children of any people, when displaced to an alien community before learning
to speak, develop their linguistic abilities in the latter’s tongue. This undeniable fact,
we might say, is a clear proof that language is merely an echoing of what is heard, and
depends entirely on social circumstances, without regard for any unity or diversity of the
essence (des Wesens). In cases of this kind, however, it has hardly been possible to observe
with sufficient accuracy how laboriously the native patttern has had to be overcome,
or how perhaps in the finest nuances it has still kept its ground unvanquished . . .
If language . . . did not also enter into true and authentic combination with physical
descent, why otherwise . . . would the native tongue possess a strength and intimacy so
much greater than any foreign one, that after long abstention it greets the ear with a sort
of sudden magic, and awakens longing when far from home?

(1836 [1988]: 58-59; GS7.52)

To anticipate, this reluctance to give up a fully essentialist view of language,
mind, and body explains why aspects of Humboldt’s thinking, as of Herder’s,
were so attractive to the Third Reich, and why it seemed so important to the
Boasians to keep insisting that there was no necessary connection between
language, thought, and race.

(j) Humboldt maintains the superiority of inflectional Indo-European lan-
guages over others (Trabant 2000: 38).

After Humboldt

In the course of the nineteenth century, historical linguistics progressively lost
interest in particular languages as systems or wholes. The object came to be not
any language as it exists or existed, but a field of historical transformations of
sounds and forms. Yet at the same time, the “Humboldtian stream” (Koerner
1977) continued to develop a systemic linguistics centering on the characteri-
zation of language types. The main representative of this current was Heymann
Steinthal (1823-1899). Early on (1848), Steinthal attempted to ground Hum-
boldt’s linguistics in the philosophy of Hegel, and from the 1850s he sought
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to render linguistics more rigorous by defining its psychological foundations.
Steinthal was interested in a wide variety of languages, producing manuals fea-
turing grammatical sketches of representative languages for each of the major
types (Steinthal 1860), again based on word morphology. While Steinthal main-
tained Humboldt’s vocabulary of world view (Weltanschauung) and inner form,
comparative typology seems to have replaced the project of characterizing par-
ticular languages.

Steinthal continued to rank languages, maintaining the superiority of Indo-
European. He also followed Humboldt in his philological interest in literatures
along with language structures, a model that directly inspired the Boasians
(Bunzl 1996: 68-69); and he operationalized Humboldt’s view that each lan-
guage or language type deserves its own kind of description, not one based on
Latin or Greek.

Steinthal’s career parallels that of his contemporary Karl Marx (1818-1883).
Both were of German Jewish background. Marx’s father had converted to
Lutheranism, and he himself was of course a devout atheist, but he was always
identified as a Jew; Steinthal was a pillar of the Jewish community. Both were
profoundly German in their training and tendencies. Both started out wanting
to push the Hegelian envelope in new directions: Marx wrote his revolution-
ary revision of Hegel in 1844 at the age of twenty-six, Steinthal published his
Hegelian rereading of Humboldt in 1848 (the year of the Communist Manifesto)
at twenty-five. Both were fascinated by developments in natural science, and
both spent much of their careers trying to develop scientific approaches in the
human sciences. Both ended up with models that are both pluralist, requiring
that given data be understood in the context of a particular historical “field” —
Marx’s modes of production, Steinthal’s language types — and universalist, in
that they proposed general ways of establishing the nature of these “fields”.

Humboldt’s influence extended beyond linguistics in the later nineteenth
century, into the folk psychology of Wilhelm Wundt and the ethnology and
geography of Adolf Bastian, two future mentors of the young Boas. It also
marked a German philosophical movement that looked at real language and
its role in thought (Cloeren 1988). These language philosophers seem to have
been the first to use the term “linguistic relativity” (cf. Gumperz and Levinson
1996: 14, n. 2); the earliest appearance I have seen is Otto Friedrich Gruppe’s
“the necessary relativity of the whole of language” (die notwendige Relativitiit
der ganzen Sprache) (Gruppe 1831 [1914]: 425; my translation). As this phrase
suggests, however, the German language philosophers used the term to refer
to language in general as a distorting factor in thought and perception, not to
differences among particular languages.

Evolutionism
By the late nineteenth century, the most important universalist movement in the
study of humanity was evolutionism, which ranked cultures and the people
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who bore these cultures according to a single scale of development from
most primitive to most highly organized. Apparently primitive institutions
still existing among civilized peoples — superstitions and folk customs, for
instance — could be understood as survivals from an earlier age. Peoples who
live in a primitive way, such as those without agriculture and industry, were
assumed not to have changed over the millennia. Since everywhere humanity
was held to have passed or failed to pass through the same stages, this meant
that information about hunting and gathering peoples could be used to recon-
struct the early history of mankind; they were the early history of mankind, still
available for consultation. And on any topic: their religion would still be close
to the original religion, and their languages would be very much like the original
languages.

But languages turned out to be hard nuts for the evolutionists to crack. People
who had no agriculture or metallurgy also had no trouble talking with an ade-
quacy that cannot be distinguished from that of speakers of any language. There
just don’t seem to be any primitive languages. While the evolutionists seem
comfortable talking about animal husbandry or architecture, their chapters on
language are nervous chapters. In Primitive Culture (1871), Sir Edward Burnett
Tylor says that while there is no evidence for this, early language must have
been dominated by gestures and onomatopoeias. He repeats anecdotes from
travellers who say that tribes in Tasmania, Oregon, Brazil, and West Africa
require gestures as a supplement to their “scanty sentences” (p. 164). In a note
to Ancient Society (1877: 37), Lewis Henry Morgan writes, “As we descend
through the gradations of language into its ruder forms, the gesture element
increases in the quantity and variety of its forms until we find language so
dependent upon gestures that without them they would be substantially unintel-
ligible.” He gives no references. In his book First Steps in Human Progress, the
American anthropologist Frederick Starr has no chapter on language as such,
but three on “Gesture and Speech”. He says that there may be tribes whose
languages are so dependent on gesture that their members cannot speak to each
other at night. Certainly, he says, there are primitive groups whose meager
languages depend on gestures to allow understanding. Overall, the level of civ-
ilization is in inverse proportion to the amount of gesture. The highly civilized
Anglo-Saxons hardly gesture at all; it is “among peoples who, like the French
and the Italians, speak in each of their movements and whose faces show all the
thoughts that fly through their minds; it is among children, who have not yet
learned duplicity; it is among the inferior races — the true children of nature —
that one must go to find the best illustrations of our subject” (1901: 170).

The evolutionists also saw the fact that transcriptions of a word from a “prim-
itive” language differ from author to author as indicating that these languages
have poorly differentiated sounds. And they found evidence for progress in
the greater elaboration of certain vocabulary domains in technologically more
elaborate societies. Some languages, for instance, only have words for one, two,
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and many, and it is possible to make some correlation between a large-scale
society, elaborate technology, and a large set of number terms. In the writ-
ings of the evolutionists, in fact, language is often virtually reduced to number
terms.

Boas and Boasian linguistics

Boasian principles

As the Romantics created a pluralist linguistics in opposition to the univer-
salism of the Enlightenment, Franz Boas (1858-1942) started his anthropo-
logical career and defined many of his positions in opposition to the evo-
lutionists. Boas was the founder of the North American schools of cultural
anthropology and linguistics. These vocations, made by him into academic
disciplines, are radically new both in their practice and their theory. For the
first time, there is a major school of linguistic analysis based on intensive
field research with speakers of a range of largely non-Indo-European, in this
case mainly Amerindian, languages, exhibiting enormous grammatical variety.
Boasian linguistics was most often coupled with work on other aspects of cul-
ture. This new practice corresponded to a new theoretical stance. The Boasians
rejected the evolutionist package on every level: they held that each language
deserves to be treated on its own terms, that the specifics of each language
are important, and that each linguistic system orients the habitual thought of
its users. These positions parallel Humboldtian ones, and it is not surprising
that Boas and his students are often presented as the theoretical heirs to Herder
and Humboldt (e.g. Rossi-Landi 1973; Malkiel 1974; Steiner 1975). There is
plenty of evidence of intellectual continuity from the Humboldtians of the nine-
teenth century to the American ethnolinguists: Boas was a German, trained in
Germany, who acknowledged his debt to Steinthal; Sapir, his most important
student in linguistics, was born in Germany, did a Master’s in German literature
and philosophy, wrote his Master’s thesis on Herder, and was familiar with
Humboldt.

At the same time, Boas and his students rejected some key Humboldtian
tenets. First, while they sought coherent patterns in languages and cultures,
they did not presume that such coherence was natural. On the contrary, a highly
integrated culture or a pervasive linguistic pattern had to be a specific historical
product, limited in time as in space. As apparently essentialist a book as Ruth
Benedict’s Patterns of Culture (1934), with its portraits of highly integrated and
contrasting cultural styles, also presents societies whose various institutions
seem to go off in different directions, and she points out that even some of the
most integrated cultures have highly non-integrated pasts (pp. 223-227).

The Boasians also rejected the idea that language, culture, race, and thought
are necessarily interlinked. On the contrary: speakers of very different languages
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can be very similar in economic activity, social structure, aesthetics, and/or
religion, and speakers of the same language can differ drastically on these
parameters. Any language is capable of expressing any content; the language
one speaks does not limit what it is possible to think.

Yet these are the same people who argued through example and in doctrine
that the specifics of one’s language can be highly influential in the way one
conceives the world and expresses experience. While this apparent contra-
diction, maintained throughout the production of Boas and his students, has
sometimes been taken as an otherwise unaccountable incoherence, it could also
be seen as the sign of a struggle to find language adequate for conveying a
complex reality within a pre-existing discursive field massively oriented either
to universalism or to essentialism.

The Boasians rejected any ranking of languages and cultures according to a
fixed standard. This, I think, is a theory imposed on them by their practice. Any
anthropologist or linguist of the Boasian school had to collaborate with sober,
intelligent “primitive” adults who did not have childlike mentalities, whose lan-
guages were not incapable of abstraction, whose beliefs and religious practices
did not seem any more superstitious or foolish than those of most Christians
or Jews. In Boas’s case, what he called his “scientific work™ allowed what was
already probably a strong democratic and radical tendency to reach a complete
reorientation of thinking about human variation. And it is noteworthy that most
of his most prominent students were institutionally marginal characters of one
kind or another — relatively recent immigrants, members of minority ethnic
groups, a disproportionate number of women for the period; and that in North
America, anthropology was felt to be a discipline on the left side of the political
spectrum.

A number of these points come together in Boas’s own presentation of his
predecessors in linguistics. Central is the idea that each language or language
type deserves to be treated on its own terms. Boas writes in the Handbook of
American Indian Languages,

No attempt has been made [here] to compare the forms of the Indian grammars with the
grammars of English, Latin, or even among themselves; but in each case the psycholog-
ical groupings which are given depend entirely upon the inner form of each language.
In other words, the grammar has been treated as though an intelligent Indian was going
to develop the forms of his own thoughts by an analysis of his own form of speech.
(1911:70)

The terminology here comes straight out of Steinthal. Boas is said to have
regretted not having been a student of Steinthal’s, and in a letter he makes clear
why: he writes that his goal was “a presentation of languages on Steinthal’s
principles, i.e., from their own, not an outsider’s point of view” (cited in R. L.
Brown 1967: 14-15).
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But Boas’s endorsement of Steinthal comes with a qualification which indi-
cates the novelty of his overall conception of language. The source is a talk in
Mexico City in 1910 announcing the publication of the Handbook.

The attempt to describe the psychological principles of various languages is not new.
The works of Wilhelm von Humboldt and of Steinthal on the types of linguistic structure
are the most important of this class. Steinthal’s descriptions of [Nahuatl] and Eskimo
are certainly the models of what I have tried to do. Naturally, the fundamental ideas are
not the same. At the time of von Humboldt and Steinthal, the valuation of languages
would have been one of the principal objects of investigation, while today this problem
does not interest us; we are attracted, rather, to psychological problems.

(Boas 1910: 227; my translation)

Boas is both confirming and denying his filiation to the Humboldtian stream
in linguistics. By continuing to value some types of language over others, the
Humboldtians had managed to have a plurality that remained ordered on the
basis of a single linguistic type, inflectional Indo-European. By abandoning
this criterion, Boas precipitated a decentered linguistic world: not a chaos of
relativism, at least not necessarily, but a world in which principles for order-
ing and for passing between situations had to be worked out from within a
given perspective — there was no God’s-eye-view — and by moving among per-
spectives, as much as possible without privileging any one of them. It is not
surprising that Sapir and Whorf, weaned on this decentered way of thinking
about language and culture, should have seized on Einstein’s relativity as a way
to conceptualize their new situation.

Boas, science, and linguistics

Boas himself was intensely aware of the tension, particularly in nineteenth-
century German thought, between the positivist and universalist explanatory
procedures and objectivist goals of the natural sciences and the particularist and
essentialist interpretive procedures of what were called the spiritual sciences
(Geisteswissenschaft). Boas’s own early choices in training (Stocking 1965
[1968]; Liss 1996) show someone on the cusp of this antinomy. He started out
in physics, but moved to the very distinctive German field of psychophysics,
which sought to understand the relationship between natural phenomena as
described scientifically and these phenomena as human beings perceive them.
With his further move into geography, Boas became interested in how entire
human societies perceive space; his first field research, with the Inuit (1882),
compared maps drawn using scientific instruments with those drawn by the
people who lived in the territory. Boas’s journals show that the experience of
living with the Inuit profoundly affected his attitude toward cultural difference,
causing him to question the superiority of European civilization and to argue
that the important thing was the Herzenbildung, the heart’s construction, of
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each person, in any cultural setting (Stocking 1965 [1968]: 148). This is an
interesting choice of word given the use of the term Bildung in Germany, notably
by Humboldt, to mean the civilizational improvement of humanity as a whole,
with modern European societies being the most gebildet.

In 1887 Boas joined in a debate with some senior American anthropologists
on the proper way to organize museum exhibits (Stocking 1974). Boas argued
against the then-current organization by institution, which sought to show the
universal development of a single human civilization, in favor of a presentation
by culture area, so that museums could reveal the multiplicity of cultures and the
internal coherence of each. Boas even uses the word “relative”: “It is my opinion
that the main object of ethnological collections should be the dissemination of
the fact that civilization is not something absolute, but that it is relative, and that
our ideas and conceptions are true only so far as our civilization goes” (1887
[1974]: 64).

Boas’s position raises the questions that relativist positions still raise. Are our
ideas really just a product of our civilization? What does it mean then that Boas,
by his own theory himself a product of his civilization, has the idea that our
ideas are products of our civilization? Is he unfairly giving himself a privileged
position, a point outside this circle, which allows him to look in on it?

A lecture given in German in 1888, “The aims of ethnology”, suggests ele-
ments of answers to these questions. We may indeed be able to achieve a point
of view outside that of our culture, precisely through the comparative critique
of that culture, made possible by familiarity with others:

[E]thnology [. . .] alone opens to us the possibility of judging our own culture objectively,
in that it permits us to strip off the presumably self-evident manner of thinking and
feeling which determines even the fundamental part of our culture. Only in this way can
our intellect, instructed and formed under the influences of our culture, attain a correct
judgment of this same culture.

(1889 [1940]: 71)

This reads like nothing so much as the Marx of the 1850s, whose critiques of
political economy are critiques of the assumptions behind political economy,
assumptions almost universally shared in the Western world of his time. Like
Marx, Boas presumes that it is a good thing to take a critical distance on one’s
own unexamined ideas: his program is to attempt this through knowledge of
human alternatives. The goal is not a place that is given or waiting outside all
cultures, but a place to stand that must be constructed provisionally and largely
negatively, through comparison and critique.

In his first major treatment of linguistic theory, the paper “On Alternating
Sounds” (1889), Boas argues against the evolutionists’ assertion that the clarity
of speech sounds depends on the level of development of a language. If visitors to
a given people transcribe the same local word differently, argues Boas, this is not
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because the word is being pronounced unclearly or inconsistently, but because
the travelers, not equipped to hear the relevant distinctions, assimilate what
they hear to sounds in their own languages. In an anticipation of phonological
theory, Boas is holding that every language organizes the universe of sounds in
its own way. True to his psychophysical training, Boas distinguishes between
the way the ear perceives a sound and the way the linguistically preformed mind
apperceives it (1889 [1974]: 74): “each apperceives the unknown sounds by the
means of the sounds of his own language” (pp. 75-76).

Boas’s theoretical linguistics culminated with the publication of the first
volume of the Handbook in 1911. Boas wrote three and co-authored one of the
grammatical sketches presented here, representing as many different language
families, and closely supervised all of them. The introduction to the volume
remains the major statement of his linguistics.

At the beginning Boas says that there is no necessary link among a people’s
language, biological inheritance, and culture. Near the end he says that there is
no necessary correlation between language and thought in that one’s language
does not limit what one can think. As an example, Boas takes on the evolu-
tionists’ treatment of number. Counting one, two, many, writes Boas, tells us
nothing about the cognitive capacities of the person doing the counting. All it
tells us is that he or she lives in a society that does not require counting in the
abstract (p. 66). A cowherd who does not have the vocabulary to say that he has
twenty-seven cows can still tell when Bessie is missing.

Cradled between Boas’s two negative affirmations, of the lack of neces-
sary correlation between language, race, and culture and between language and
thought, is the actual presentation of language. Here we have a picture of coher-
ent structure at the levels of phonetics, lexicon, and grammar. In phonetics, Boas
argues that the potential production of sounds by the human vocal apparatus
is unlimited. A child who learns to speak is learning to suppress most of the
sounds he or she is capable of making, thus allowing clear distinctions to arise
among a limited number of sound-types.® The set of contrasting sounds used
in any language forms a coherent system, and one different from other such
systems. Boas repeats his argument that the apparent fluidity of sounds in exotic
languages comes not from their lower level of evolution but from interference
among systems.

When Boas turns to lexicon and grammar, his argument is the same: out of
the potentially unlimited complexity of experience and ideation, each language
must define and foreground certain configurations rather than others, whether
by labeling (Iexicon) or by turning the attention to some domains of experience
rather than others through grammatical devices.

3 This is the scenario Benedict will use to define the specifics of a culture (Benedict 1934) and that
Lévi-Strauss will pick up and make the introductory argument of the Elementary Structures of
Kinship (1949).
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Since the total range of personal experience which language serves to express is infinitely
varied, and its whole scope must be expressed by a limited number of phonetic groups,
it is obvious that an extended classification of experience must underlie all articulate
speech.

(1911: 24)

As with sounds, the limited and systemic nature of lexicon and grammar means
that languages will differ

not only in the character of their constituent phonetic elements and sound-clusters, but
also in the groups of ideas that find expression in fixed phonetic groups.
(1911:24)

This section includes a manifold discussion of vocabulary examples meant
to show the variety of ways different languages delimit fields of experience.
Boas presents the various English words for different forms of water, then the
famous example of Inuktitut words for snow: there are three, indicating what we
call falling snow, snow lying on the ground, and drifting snow. This example
was expanded by subsequent writers and in anthropological folklore to hun-
dreds of words for snow (Martin 1986; uncharacteristically, Whorf appears to
have been quite sloppy on this point), allowing subsequent revisionists to make
hay with the “Eskimo vocabulary hoax” (Pullum 1989). But three words are
plenty to illustrate Boas’s point: their presence suggests, at least, that Inuk-
titut speakers conceive three different “things” where we conceive one, just
as English-speakers conceive raindrops, rivers, and lakes as different “things”
even though we know perfectly well that they’re all water. On the other hand,
does this tell us very much beyond this fact? One presumes that mariners
will have lots of nautical terms, that serious skiers, like the Inuit, will have
a pretty discriminating vocabulary of snow. Boas himself relativizes his lexical
relativity:

[T]he selection of such simple terms must to a certain extent depend upon the chief
interests of a people; and where it is necessary to distinguish a certain phenomenon in
many aspects, which in the life of a people play each an entirely independent role, many
independent words may develop, while in other cases modifications of a single term
may suffice.

(p-25)

Yet it remains that differences in such patterning, like the differences in
the patterning of sound, imply shifts in what Boas will here call point of
view:

[EJach language, from the point of view of another language, may be arbitrary in its clas-
sifications . . . what appears as a single simple idea in one language may be characterized
by a series of distinct phonetic groups in another.

(p. 25)
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Besides these words, every language has “formal elements which determine
the relations of the single phonetic groups.” Such formal elements include,
for instance, affixes such as the English /s/, which on its own indicates only
the sound a snake makes, but indicates plurality when suffixed to certain
nouns. How easy is it to distinguish between potentially independent words
and these formal elements? For a hundred years, the difference had been held
to be fundamental: it is what allows the distinction among isolating, aggluti-
nating, and inflectional languages. For Boas, the difference between a word
and a grammatical affix is not absolute, but involves a sliding scale of relative
independence and abstraction. This effectively blows the earlier typological
schemes out of the water, creating a much vaster field of structural variation.
It also removes one of the bases for claiming the superiority of Indo-European
languages.

One result of this shift is that formal affixes no longer look purely formal, but
can be understood to convey meaning in themselves. Grammatical categories,
in other words, have meaning too. In modern Western European languages,
we are familiar with grammatical categories of tense, person, number, case,
gender, each of which at least potentially is not only a formal indicator of
word arrangement, but adds to or specifies meaning. Many of these categories
are obligatory, as are the ones just listed: the speaker of the language does
not have the choice not to use them. Boas’s point here, which is probably his
major single contribution to linguistic theory (Jakobson 1959 [1971]), is that
the key difference among languages lies less in what they allow you to say —
any language will allow you to say anything you want — than in what a given
language obliges you to refer to. Different languages have different obligatory
grammatical categories.

Boas goes systematically through the various parts of speech and shows how
differently a wide variety of languages treat the relevant grammatical categories.
English will not let you not refer constantly to time and number; Kwakiutl has
no obligation to use tense or number, but requires specification of how you
know what you are talking about (what would come to be called evidentiality);
in a number of American languages, nouns have tense (Boas 1911: 35). After
pages and pages of illustrations, Boas concludes

that in a discussion of the characteristics of various languages different fundamental
categories will be found, and that in a comparison of different languages it will be
necessary to compare as well the phonetic characteristics as the characteristics of the
vocabulary and those of the grammatical concepts in order to give each language its
proper place.

(1911: 43)

Here is something that we can call linguistic relativity. Note that Boas has
not denied the existence of an objective world or of universal patterns of human
thought, nor has he assumed that every language-culture-people is a seamless
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whole. On the contrary. But he does hold that the fact of distinctive phonetic pat-
terning, lexical categorization, and obligatory grammatical categories in every
language means that a shift from language to language is potentially a shift in
point of view.

Boas continued to work on languages and linguistics until the end of his
life, but he had made his main points in the 1911 introduction. Pushing the
implications of language specificity farther would be up to several generations
of students.

Sapir, Lee, Whorf

Edward Sapir (1884—1939), who was initially trained in literature, had a strong
sense of the poetry of linguistic sound and patterning as well as an abiding
concern for individual experience, for how languages were lived by human
subjects. Under Boas’s influence he became the master collector and analyst of
languages in their own terms. In Sapir’s manual Language (1921), particularly
in the chapter on “Grammatical Meaning”, he elaborates Boas’s critique of
typology, presenting a sliding scale of relative meaningfulness of grammatical
forms and processes. Like Boas, Sapir denies any necessary connection among
language, race, and culture. Yet throughout his work there emerges a sense of
each language as a coherent whole, although not one that can be defined by one
essential feature:

[I]t must be obvious to any one who has . . . felt something of the spirit of a foreign
language that there is such a thing as a basic plan, a certain cut, to each language. This
type or plan or structural “genius” of the language is something much more fundamental,
much more pervasive, than any single feature of it that we can mention . . . When we
pass from Latin to Russian we feel that it is approximately the same horizon that bounds
our view, even though the near, familiar landmarks have changed. When we come to
English, we seem to notice that the hills have dipped down a little, yet we recognize the
general lay of the land. And when we have arrived at Chinese, it is an utterly different
sky that is looking down upon us . . . Languages are more to us than systems of thought
transference. They are invisible garments that drape themselves about our spirit and give
a predetermined form to all its symbolic expression.

(1921: 120-121, 221)

It was Sapir who developed the concept of the phoneme; unlike Boas, Sapir
was able to make a clear distinction between the sounds themselves as acoustic
or articulatory entities and the phoneme as an element of a system. Sapir insisted
on what he called “the psychological reality of phonemes” (Sapir 1933 [1949]):
again, he was interested not only in the system as such, but in the system as
perceived by human subjects. In phonology, Sapir writes of the “pattern feeling”
which predisposes a speaker to perceive sounds in certain ways. Sapir held that
the specifics of grammar, too, led the user of a given language into unconscious
patterns of expectation, typical ways of putting things together (Erickson et al.
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1997). In his general presentations of linguistics, Sapir states, sometimes in
very strong terms, the dependence of the individual on conceptual patterning
that is derived from the language that he or she speaks.

Human beings do not live in the objective world alone, nor alone in the world of social
activity as ordinarily understood, but are very much at the mercy of a particular language
which has become the medium of expression for their society. It is quite an illusion
to imagine that one adjusts to reality essentially without the use of language, and that
language is merely an incidental means of solving specific problems of communication or
reflection. The fact of the matter is that the “real world” is to a large extent unconsciously
built up on the language habits of the group. No two languages are ever sufficiently similar
to be considered as representing the same social reality. The worlds in which different
societies live are different worlds, not merely the same world with different labels
attached . . . We see and hear and otherwise experience very largely as we do because
the language habits of our community predispose certain choices of interpretation.
(Sapir 1929a [1949]: 162)

This is the passage most commonly quoted to demonstrate the supposed lin-
guistic determinism of Sapir and of his student Whorf, who cites some of it at
the beginning of one of his papers (1941a [1956]). Yet note that the passage
does not say that it is not possible to translate between different languages, nor
to convey the same referential content in both. Note also that there is a piece
missing here, between “labels attached” and “We see and hear”: the way I have
presented it, with the three dots, is how this passage is almost always presented.
If we look at what has been elided, we find the following, coming in a new
paragraph immediately after “attached’:

The understanding of a simple poem, for instance, involves not merely an understand-
ing of the single words in their average significance, but a full comprehension of the
whole life of the community as it is mirrored in the words, or as it is suggested by the
overtones . . .

So the apparent claim of linguistic determinism is to be illustrated by — a
poem! In light of this missing piece of the passage, what Sapir seems to be
saying is not that language determines thought, but that language is part of
social reality, and so is thought, and to understand either a thought or “a green
thought in a green shade” you need to consider the whole.

Sapir’s theoretical claims were carried into an extended case study by Dorothy
Demetracopoulou Lee (1905-1975) in her work on Wintu, a Penutian language
of northern California, and the remembered traditional culture of its speakers.
Lee published a series of articles (e.g. 1938, 1944) seeking to formulate the
“unformulated philosophy” of the Wintu based on the grammar of their lan-
guage. Lee looks at grammatical distinctions made in the Wintu noun, which
has no obligatory gender or number, and in the verb, which has no obligatory
tense. One of the most striking things about Wintu, not only in comparison with
Western European languages but with other languages of the same family and
the same geographical area, is an obligatory system of evidential markers that
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characterize different parts of speech. That is, it is quite impossible to speak
anything like normal Wintu without at every point specifying how one knows
what one is saying. Each Wintu verb has two forms, one for what is unknowable
in a direct way, the other for what the speaker can access directly; each noun can
take a generalized or a particularized form, the latter implying direct relevance
for the speaking subject. Lee draws on this patterning to render explicit Wintu
presuppositions about human agency and the nature of the world, presupposi-
tions that contrast strongly with modern Western ones, which in turn they help
to make explicit. For Lee, the Wintu have collectively developed a coherent
unstated philosophy that has come to be crystallized in the grammar of their
language. Lee’s working assumption is that at least some obligatory categories
carry meanings which become part of a speaker’s orientation by virtue of their
constant use; the method is contrastive comparison of Wintu categories with
the author’s own.

Like Lee, Sapir’s student Benjamin Lee Whorf (1897-1941) actualized
Sapir’s views in extended analyses of a small number of languages, in his case
primarily of Hopi, a Uto-Aztecan language spoken in Arizona. Thanks in part
to his dynamic writing and his promotion of linguistic relativity, Whorf became
the best-known proponent of the idea. After his death, his name became attached
to the so-called “Sapir—Whorf hypothesis” that the specifics of a language influ-
ence or determine its speakers’ thought, very often further read to mean that a
language entirely determines thought processes and possibilities. To many who
have read Whorf’s published work, this seems like a misrepresentation; with
some recent re-evaluations (Lucy 1992a, P. Lee 1996), we have a clearer idea
of what Whorf was about.

Whorf was a chemical engineer and passionate amateur linguist — amateur
only in the sense that he never took an academic degree in the subject: he became
a highly accomplished descriptive linguist of Uto-Aztecan languages with an
engineer’s grasp of complex structures. Whorf studied with Sapir and ended up
as part of the latter’s research group while keeping his day job at Hartford Fire
Insurance (Darnell, this volume). His work on Hopi was carried out primarily
with a speaker living in New York City.

In his view of language and human conception, Whorf shares the basic
Boasian tenets: that you can say anything in any language; that one cannot
rank languages or judge them by a single yardstick of values; that languages
are differently structured, at every level; that the constant use of certain forms
rather than others predisposes the user to attend to certain domains rather than
others. The metaphor here is not one of determinism, but of the laying down
of easier rather than harder to follow grooves or paths. Sapir had written that
particular grammatical patterns provide “grooves of expression which come to
be felt as inevitable” (1921: 89). Whorf would write that in the study of an
exotic language, “we are at long last pushed willy-nilly out of our ruts” (194 1a
[1956]: 138).
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Whorf made a clear distinction between what is possible to think, which is
in principle unlimited for speakers of any language, and what people habitually
think, which may be strongly influenced by their language. In spite of sometimes
deterministic phraseology, Whorf believed that much of human thinking and
perception was non-linguistic and universal across languages. He was a fan
of Gestalt psychology and its findings about presumably universal perceptual
and conceptual processes (P. Lee 1996). He believed there was a real world
out there, although, enchanted by quantum mechanics and relativity theory, he
also believed that this was not the world as we conceive it, nor that everyone
conceives it habitually in the same way.

Whorf also pushed the analysis of alanguage beyond that of explicitly marked
parts of speech. He introduced the ideas of covert categories and cryptotypes,
distinctions that are expressed across different parts of speech and are often
only recognizable through comparing contexts (P. Lee 1996, ch. 4). And he
moved between linguistic and non-linguistic data to talk more specifically than
his predecessors about possible influences of language on thought and culture
(Lucy 1992a). In one instance (194 1a [1956]) he correlates Hopi grammar with
Hopi religious practices, the grammar of Western European languages with
work and timekeeping practices.

Whorf’s most famous analyses are of the conceptual universe of the Hopi
using Hopi grammar as a starting-point. Like Humboldt before him, he questions
what we usually think of as basic orienting categories of the world on the level
of the Kantian intuitions: substance and particular, space and time are, he writes,
preconceived very differently by a traditional Hopi speaker and by the speaker of
amodern Western European language. This is in part because the two live in dif-
ferent social, cultural, and material worlds; but it is also because the categories
of their very different languages “point” their speakers toward different aspects
of experience (an extension of Boas on grammatical categories) and make it easy
to organize experience in some ways rather than others. Whorf is not proposing
linguistic determinism, but something like powerful linguistic seduction.

Whorf also makes a moral and political pitch: he argues that to the extent
that the language one speaks tends to guide one’s thinking along certain lines,
it is imperative to learn other languages, preferably very different ones, which
offer different connective pathways. This is a lesson in humility and awe in a
multilingual world.

We shall no longer be able to see a few recent dialects of the Indo-European family, and
the rationalizing techniques elaborated from their patterns, as the apex of the evolution
of the human mind, nor their present wide spread as due to any survival from fitness or
to anything but a few events of history — events that could be called fortunate only from
the parochial point of view of the favored parties. They, and our own thought processes
with them, can no longer be envisioned as spanning the gamut of reason and knowledge
but only as one constellation in a galactic expanse.

(1941a [1956]: 218)
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The breathtaking sense of sudden vaster possibility, of the sky opening up
to reveal a bigger sky beyond, may be what causes such strong reactions to
Whorf. For some, he is simply enraging or ridiculous. For others, reading
Whorf is a fundamental intellectual experience, and there are many stories
of students coming to anthropology or linguistics largely because of Whorf
(personal communications; Alford 2002).

Sapir, Whorf, and Einstein

Both Sapir and Whorf refer to Einstein’s theory of relativity. Sapir (1924 [1949]:
159) cites

incommensurable analyses of experience in different languages. The upshot of it all
would be to make very real to us a kind of relativity that is generally hidden from
us by our naive acceptance of fixed habits of speech as guides to an objective under-
standing of the nature of experience. This is the relativity of concepts or, as it might
be called, the relativity of the form of thought. It is not so difficult to grasp as the
physical relativity of Einstein . . . For its understanding the comparative data of linguis-
tics are a sine qua non. It is the appreciation of the relativity of the form of thought
which results from linguistic study that is perhaps the most liberalizing thing about
it. What fetters the mind and benumbs the spirit is ever the dogged acceptance of
absolutes.

To speak of incommensurable analyses may be to imply, as critics have
claimed, that no passage is possible between two languages. This reading goes
against one of the most fundamental tenets of Boasian thought, including Sapir’s
own. The rest of the passage makes clear that this is not at all what Sapir had
in mind: on the contrary, whatever he means by “incommensurable” in no way
precludes movement back and forth or the possibility of an “appreciation” of
both analyses. But this is not something that happens automatically or easily;
it takes work.

In one of his popularizing essays, Whorf (1940 [1956]: 213-214) lays out
the relativity analogy in its canonical form:

We cut nature up, organize it into concepts, and ascribe significances as we do, largely
because we are party to an agreement to organize it in this way — an agreement that
holds throughout our speech community and is codified in the patterns of our language.
The agreement is, of course, an implicit and unstated one, BUT ITS TERMS ARE
ABSOLUTELY OBLIGATORY; we cannot talk at all except by subscribing to the
organization and classification of data which the agreement decrees.

This . . . means that no individual is free to describe nature with absolute impartiality
but is constrained to certain modes of interpretation even while he thinks himself most
free. The person most nearly free in such respects would be a linguist familiar with very
many widely different linguistic systems. As yet no linguist is in any such position. We
are thus introduced to a new principle of relativity, which holds that all observers are
not led by the same physical evidence to the same picture of the universe, unless their
linguistic backgrounds are similar, or can in some way be calibrated.
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Relativity was not a new idea; but Newtonian relativity still assumed an
absolute space and a fixed passage of time giving coordinates by which events
could ultimately be located. There remains a God’s-eye view of the whole
easily graspable in the terms of classical mechanics. Einstein makes this fixed
frame vanish, so that all measurements become relative to the situation of the
measuring entity. The principle of relativity becomes a general condition of
observation, and the world thus disclosed is one that requires a new physics that
is not easy for twentieth- or twenty-first-century Western humans — or maybe
for any human — to conceptualize. Note that this is no relativism. Coherent
relations continue to hold among different situations; they can, if you like,
be calibrated. Similarly, for Sapir and Whorf languages represent frames of
reference that orient the speaker, point him or her in certain directions rather
than others. In neither case does this deny the possibility of getting an idea of
other frames of reference, in astrophysics or linguistics (Alford 1981; Jakobson
1982 [1985]; Heynick 1983). On the contrary: that’s the work that has to be
done.

We have seen that the word relativity was already being used in reference to
language in Humboldt-inspired philosophy in the nineteenth century. In a pleas-
ing twist, it turns out that Einstein himself was likely influenced in his early
thinking by none other than Humboldtian linguistics. The adolescent Einstein,
having failed his college entrance exams, went in a sort of exile to Switzer-
land to continue his studies. He lodged with the family of one Jost Winteler
(1846-1929), a local schoolmaster. This same Winteler had been trained in
Humboldtian linguistics. His dissertation (Winteler 1876) was an analysis of
the phonetics of his own dialect of Swiss German, an analysis that prefigured
phonological theory (Jakobson 1960 [1971]: 414). Central to Winteler’s con-
ception was what he called “the relativity of relations” or “situational relativity”
among sounds. By the time Einstein met him, Winteler was on the margins of
scholarly life. Einstein had long talks with his landlord and continued to refer
to him with respect and gratitude throughout his life (Jakobson 1982 [1985]:
258-260). There is no direct evidence that Winteler’s linguistic ideas inspired
Einstein’s theory of relativity; yet, as Konrad Koerner once remarked in this
regard (personal communication), Se non e vero, é ben trovato. It is not crazy to
imagine that Winteler’s far-reaching sense of relativistic relations among lin-
guistic elements gave Einstein a model for a broader application of relativistic
thinking in physics.

Relativity is not necessarily relativism. While Boas and his students did
not consider some languages to be superior to others, and while they saw
each language type as requiring terms appropriate to it, their own values were
clear: they were democrats and progressives. Precisely because they had strong
political values, Boas and his students felt that modern Western society should
be pushed in certain directions rather than others — toward greater openness and
greater equality — and that the greatest exposure to the widest range of ways
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of living, speaking, and interpreting the world would help to further this goal
(Roth Pierpont 2004).

Beside Boas: structuralism and Neoromanticism

Other twentieth-century schools posed questions about linguistic difference.
These included Russian formalism; the social-life-based psychology launched
by L. S. Vygotsky in the Soviet Union; some strands of analytical philosophy
and British social anthropology drawing on the work of Malinowski and the
later Wittgenstein (Chatterjee 1985); the structuralism of Ferdinand de Saus-
sure, with developments in the Prague school of the 1930s and the Paris-based
structuralism of the 1960s and 1970s; and a neo-Humboldtian linguistics in
Germany.

While structuralists have come up with some formulations that sound very
much like determinism of thought by language (Saussure 1916 [1972]; Ben-
veniste 1958), these have not attracted the ire often directed at Sapir and Whorf,
perhaps because the argument to thought is marginal to the broad structuralist
project. It is not at all marginal, however, to the school of Humboldtian linguis-
tics that arose in the German-speaking world in the 1920s and that continues
as a scholarly tradition today.

After Steinthal’s death, his followers continued both descriptive typol-
ogy (Finck 1910) and psychological readings of language and world view
(Finck 1899). At the same time, Humboldtian ideas about the relationship
between language and world view were being picked up by some literary
historians and philologists. In the early 1920s the philosopher Ernst Cassirer
(1874-1945) propounded the idea of a Herder—-Humboldt stream in philoso-
phy and linguistics (1923 [1955]). With his emigration to the United States,
Cassirer’s renewed pluralism and essentialism influenced American students
and became a source of inspiration for the symbolic anthropology of the
1970s.

A parallel “return to Humboldt” was taking place in Germany in what would
be called neo-Humboldtian or Neoromantic linguistics, which sought to make
explicit patterns of meaning that are implicit in the vocabulary and to a degree
in the grammar of given languages (Basilius 1952; Ohman 1953; Bynon 1966;
Miller 1968). The main names in this movement, Jost Trier (1894—-1970) and
Leo Weisgerber (1899-1985), came out of literary history, not linguistics in
the strict sense. The neo-Humboldtians speak of each language representing a
world view, a world construction (Weltbild), and being characterized by an inner
form. This form is carried primarily in the lexicon, in related and contrasting
sets of words. To understand a language in its specificity, one must reconstruct
not only its form, but the semantic fields, the word-fields, that make up its
contents.
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A central aspect of the neo-Humboldtian project has been the valorization of
one’s mother tongue, whose specificities are bound up with one’s most profound
values. In contrast to the Boasians, but perhaps in accord with some recent post-
modernist arguments, the neo-Humboldtians hold that learning other languages
cannot be of much help in expanding one’s horizons, since one learns them
through the mother tongue, and they remain marginal to it (Bynon 1966: 472).
Their project will not be one of opening up possibilities of thought through expo-
sure to non-familiar ways of organizing experience, but of deepening under-
standing of and implication in one’s own linguistic and cultural milieu. The
bulk of the work will be about German, with other languages cited primarily
for contrast.

Leo Weisgerber, the best known of the neo-Humboldtians, worked on a series
of sensory domains, arguing that one must distinguish among the physiochem-
ical correspondents to an experience, the perceptual reception of the stimulus,
and the conceptual construction of a lived field, the latter achieved largely
through words (Miller 1968). In vocabulary, Weisgerber considers the high
number of abstract color terms (what would later be called basic color terms)
in German and other Western European languages a sign of their greater appro-
priateness for abstract thought. In syntax (Weisgerber 1954: 190-200; Miller
1968: 94-97), he proposes conceptual effects of the German trait of encom-
passing large amounts of material between the modifier and head of a given
syntagm, a nesting of syntagms requiring the speaker to hold a complex pattern
of relations in mind.

Its high valorization of German and its emphasis on the mother tongue as
the loving matrix of normal human development made this view of language
attractive to the Third Reich. In areview evidently in line with National Socialist
thinking, Kurt Stegmann von Pritzwald (1936) sees Neoromanticism as repre-
sentative of a new generation that rejects the cold science of the old historical
linguistics and seeks to aid actively in the self-realization of the German nation.
Weisgerber and other leading neo-Humboldtians were active participants in the
regime and the war effort — not party members and, given the circumstances, not
particularly murderous participants, but participants nonetheless (Hutton 1999).
After the war, they maintained their respectability for the most part (Knobloch
2000). Weisgerber’s magnum opus bears the characteristic title The Powers of
the German Language.

The neo-Humboldtian school has sometimes (e.g. Miller 1968) been pre-
sented as a European twin of Boasian ethnolinguistics — or rather, it has been
assumed that the latter represented an American version of Humboldtian essen-
tialism. While this reading is understandable, it fails to recognize that the two
schools took Humboldt’s legacy in opposite directions. The neo-Humboldtians
took one side of Humboldt, that of the normal unity of language, thought, and
culture, and pushed it toits limits: valorization of a single language and abandon-
ment of the equally Humboldtian project of large-scale comparison. While the
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Boasian school hearkens back to Geists and Volks, it draws the opposite moral.
Its commitment to contrastive comparison and to the critique of modern Western
values forced the abandonment of the unity of language-thought-culture.

The neo-Humboldtians show what real twentieth-century linguistic essen-
tialism looks like; by contrast, they show how different the Boasian project
is. We might even be justified in speaking of a Right-Humboldtianism and a
Left-Humboldtianism (cf. the Right-Hegelianism and Left-Hegelianism of the
1840s), except that the Boasian problematic represents a serious enough shift
away from Humboldtian assumptions to put this into question.

After Boas: the near-death and rebirth of linguistic relativity

Sapir died in 1939, Whorf in 1941, Boas in 1942. Dorothy Lee published
some papers on language and world view after this time, as did Harry Hoijer
(1904-1976), who worked primarily on Athapaskan languages. But by the early
1950s the intellectual climate had changed. Social scientists were interested
in experimentation and the testing of hypotheses on what was taken to be
the model of the natural sciences. At a conference on language in culture,
Hoijer (1954) first named a Sapir—Whorf hypothesis that language influences
thought.

To call something a hypothesis is to propose to test it, presumably using
experimental methods. This task was taken on primarily, in the 1950s, by psy-
chologists (P. Brown, this volume). The terms were redefined to make them
more amenable to experiment: the aspect of language chosen was lexicon, pre-
sumably the easiest to control; thought was interpreted to mean perceptual
discrimination and cognitive processing, aspects of thinking which psycholo-
gists were comfortable testing for. Eric Lenneberg defined the problem as that
of “the relationship that a particular language may have to its speakers’ cog-
nitive processes . . . Does the structure of a given language affect the thoughts
(or thought potential), the memory, the perception, the learning ability of those
who speak that language?” (1953: 463). If language influences thought, speak-
ers of languages with lots of terms for a given domain should be able to make
finer perceptual distinctions in that domain than speakers of languages with few
terms. In the most influential studies, the domain chosen was that of color, one
that had interested an essentialist tradition starting with Goethe, but that had
not been treated by the Boasians. The decision was made to ignore any color
terms that were derived from other aspects of the world and employ only those
with the abstract color as their basic meaning. Red is a basic color term of this
kind, but salmon is not. For the most part, these projects failed to show any
influence of language on thought.

One can’t help feeling that the Boasians would have predicted their failure.
They had shifted the terms of reference from pervasive to very limited aspects
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of a given language and from thought as construal of the world to thought
processes, potential, and ability, precisely those domains where the Boasians
had rejected an influence of language on thought (Lucy 1992a). The choice of
color is problematic in itself, since this is a domain that comes already highly
structured for perception, regardless of the language you speak (Sahlins 1976;
Lucy 1997a). And in addition to this, the choice of allowing only for basic color
terms seems completely arbitrary.

By the late 1950s there had been a notable lack of breakthrough in the search
for “Whorfian effects,” and the psychologists who had been looking for them
were now in the rising tide of cognitive science. Since the goal was to study
the human mind as a single domain, the enthusiasm for the new cognitive
sciences was antithetical to serious consideration of linguistic, or any, diver-
sity, taken to be mere difference of surface structure, foam on the ocean of
mind.

In the late 1960s, further studies on color seemed to drive more nails into the
coffin of linguistic relativity. In a survey of languages with differing numbers
of basic color terms, the linguists Brent Berlin and Paul Kay rephrased Sapir
and Whorf as saying that the search for semantic universals was “fruitless in
principle” because “each language is semantically arbitrary relative to every
other language” (1969: 2, cited in Lucy 1992a: 177). If indeed, as Sapir and
Whorf are here said to have said, languages categorize meanings in arbitrary
ways, there should be an arbitrary distribution of basic color terms. What Berlin
and Kay found was anything but. First, they found a confirmation of the saliency
of certain focal colors across languages. Beyond this, they found unexpected
support for the old models of cultural and linguistic evolution: languages spoken
by people in small-scale, low-tech societies had few basic color terms, which
gradually, in an apparent correlation with cultural evolution, increased to the
seven or eight found in English. So not only was there no relativity effect; on
the contrary, color terminology seemed to confirm our own feelings of cultural
advancement.

This topic has been discussed extensively (Kay, this volume; Lucy 1997a).
Let me just add a comment based on the historical material we have seen
in this chapter. Replacing whole language systems with basic color terms is
comparable to the replacement of whole languages with numerals, which we
could just as easily call basic number terms: “like the fingers on one hand”
is not a basic number term, while “five” is. With both numbers and colors
we find an increase in the number of terms in societies whose members are
required to handle more elaborate technologies. This says nothing about the
sophistication of thought processes in general, but a lot about the necessity in
some circumstances of having an array of easily transposable terms that can be
abstracted from actual situations. To paraphrase Boas’s reply to the evolutionists
on numbers: The way people live in some societies means that they do not need
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very many basic color terms. If their way of living changes they pick up new
ones. None of this tells us very much about cognition or about how different
peoples construe the world.*

During this period some philosophers were discovering “the Whorfian
hypothesis,” and they did not like it. Lewis Feuer (1953) says that Whorf’s
theory is based on comparison of vocabularies: he gives the example of Inukti-
tut words for snow. Feuer points out, as Boas had, but without citing him, that
we must expect people to develop an elaborate vocabulary on a topic that is
of great interest to them. Since Feuer says that linguistic relativity is entirely
about vocabulary, this fact must completely disqualify linguistic relativity. Feuer
goes on to say that linguistic relativity is the argument that each language is a
completely sealed universe: “The ‘principle of linguistic relativity’ argues that
there are incommensurable cultural universes. An incommensurable cultural
universe would be an unknown one. The fact of linguistic communication, the
fact of translation, belies the doctrine of relativity” (1953: 95). Similar argu-
ments were put forward by Max Black (1962). Black says that Whorf believed
that the “real world” was totally unstructured, and that all structure was imposed
on it by language. If this were right, of course, translation would be impossible,
and Whorf’s very effort to render the Hopi world in English would be a non-
sense. Again, Donald Davidson presents the Whorf hypothesis as “conceptual
relativism” and linguistic determinism and as claiming that different languages
cannot be calibrated: “Whorf, wanting to demonstrate that Hopi incorporates
a metaphysics so alien to ours that Hopi and English cannot, as he puts it,
‘be calibrated’, uses English to convey the contents of sample Hopi sentences”
(Davidson 1974 [1984]: 184). Davidson gives no page reference for his appar-
ent citation, just the name of one of Whorf’s papers — not, as it happens, one in
which the word “calibrated” appears. In the place where Whorf does talk about
calibration, the passage that we cited on a new principle of relativity (1940
[1956]: 214), he says exactly the opposite of this: that “speakers of different
languages will not be led by the same physical evidence to the same picture of
the universe unless their linguistic backgrounds are similar or can somehow be
calibrated” (my italics). In other words, far from contradicting himself by writ-
ing about Hopi in English to show that the two cannot be calibrated, Whorf’s
efforts are precisely attempts to calibrate them.

Davidson goes on to equate difference in world view or conceptual scheme
with untranslatability: “We may identify conceptual schemes with languages,

4 These arguments have come back to the fore in the recent flap over the Pirahd language of
Amazonia, which is said to lack a number of what are generally taken to be universal features of
human languages. While the scholarly debate (e.g. Everett 2005 with comments and reply) bears
on phonology, prosody, vocabulary, and grammar, the initial semi-popular explosion of interest
was based almost entirely on vocabulary. What piqued the interest of the media was the idea of a
language without numbers, a discovery said to support Whort’s “hypothesis . . . that language is
more a ‘mold’ into which thought is cast than it is a reflection of thought” (Holden 2004: 1093).



Linguistic relativities 73

then, or better, allowing for the possibility that more than one language may
express the same scheme, sets of intertranslatable languages™ (1974 [1984]:
185). If it is possible to translate from one language to another, then their two
conceptual schemes must be the same. Not surprisingly, given the universal
possibility of translation, Davidson concludes that the very idea of conceptual
scheme is of no use. It is interesting to set this claim that the very possibility
of translation proves the irrelevance of language differences against the reverse
neo-Humboldtian claim that any difficulty in translation proves that languages
represent different worlds. “If in fact words in different languages were simply
referring to ‘the same objective reality’ there would be no translation problems,
no so-called untranslatable words, and the distribution of ‘words and objects’ ...
would form neat patterns” (Bynon 1966: 472). In fact, as translation theorists
have noted for centuries, translation from any human language to any other is
always possible but always problematic; it all depends on what aspects of the
original you are trying to convey and how much you are willing to burden your
translation in order to do so. A constant shift in point of view implying a kind
of practical linguistic relativity seems to be a prerequisite for the very act of
translation (Becker 1995). Translation is always possible, but it’s never evident
(Rossi-Landi 1973, ch. 11).

Robert L. Miller (1968: 114), drawing on these philosophical critiques,
identifies Whorf with Trier’s contention that speakers can’t distinguish what
their vocabulary doesn’t tell them to. Miller writes: “The lack of a word
expressing [a given] distinction probably merely indicates that the speak-
ers . . . [do] not usually make the distinction.” In other words, Miller is
adopting Whorf’s distinction between habitual thought and the potentialities
of thought, but instead of crediting Whorf for this, he treats him as if he were
Trier.

It is certainly unfair to present these discussions solely in terms of their
misreadings (see Lucy 1992a; P. Lee 1996; de Fornel 2002). The point they
want to make is fair enough: it is that thought and experience derive from
more than language; that the brain, the world, and social life all influence
thought in a way not directly dependent on language. These critiques — the
questions of vocabulary, of sealed language-worlds, of translation, and of
social influence on thought — would probably hit the mark if they were
aimed at the neo-Humboldtians, but it is not at all clear that they touch the
Boasians.

In an interesting twist, neo-Humboldtian linguistics itself has intervened in
a way hostile to the idea of linguistic relativity. Helmut Gipper, a student of
Weisgerber’s and editor of his early papers, went to Arizona to study Hopi and
judge Whorf’s portrayal of the language for himself, particularly the claim that
Hopi has no terms that refer specifically and primarily to the realm that we
call time. Gipper (1972) offers a preliminary analysis and vocabulary of Hopi
time-language, concluding that Whorf had misrepresented the data. Some years
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later, Gipper’s student Ekkehart Malotki conducted long-term field research
among the Hopi. His book Hopi Time (1983) documents time vocabulary in
Hopi.

The first page of Malotki’s book carries only two quotes, one from Whorf
and one from Malotki’s own Hopi field notes. The Whorf quote appears to say
that Hopi has no words for time; the field note, a Hopi text with interlinear
glosses and an English translation, appears to be about nothing but time. This
ironic juxtaposition is evidently meant to show how totally off the mark Whorf
is, something that will presumably be documented more fully in the succeeding
almost 700 pages.

The only way to judge this juxtaposition is to take it philologically, first
by looking at the context of the line from Whorf in the text from which it is
extracted. Here the passage as Malotki presents it:

After long and careful study and analysis, the Hopi language is seen to contain no
words, grammatical forms, constructions or expressions that refer directly to what we
call “time”. . . .

(from Whorf 1936 [1956]: 57)

Note (as does Lucy, 1992a: 286) that Whorf does not write time, but “what we
call ‘time’,” in scare quotes. How important are quotation marks? Absolutely
essential here, since a few lines above and a few lines down Whorf defines what
he means by “what we call ‘time’”: it is the constructed, spatialized model of
time typical of the modern West, with the past somehow behind us, the future
in front of us. Whorf specifies in the same text that this very specific mental
image is not to be confused with the universal experience of temporal change,
of it “always getting later.”

Here is the English translation of a Hopi sentence that follows on Malotki’s
page: “Then indeed, the following day, quite early in the morning at the hour
when people pray to the sun, around that time then he woke up the girl again.”
See all the time words? In fact, this begs the question entirely. Whorf never said
that the Hopi can’t or don’t talk about time; he said that they don’t conceptualize
time in the same way we do, and that language is a source of conceptualiza-
tion. No one would deny that the most appropriate translation of a given Hopi
sentence into normal English might involve English time words. The question
is whether the words that convey this referential information and deictic tem-
poral relation in Hopi work in the same way as do those in English, conveying
the same background assumptions and, presumably, the same “metaphysic” of
a spatialized past, present, and future. These are empirical questions which I
cannot answer. But Gipper’s lists of German translation glosses, Malotki’s lists
of English ones, do not answer them either.

The period of the 1950s through the 1980s, then, was one of the progres-
sive triumph of universalist cognitive science. From the 1980s, 